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ABSTRACT

A system is disclosed for blending two image that makes use of a color map which indicates colors in a foreground can be mixed with the background and how much of each source to mix. One embodiment of the invention restricts the use of the color map to only pixels in the foreground that correspond to a graphic (or effect) in the background. Another embodiment makes use of a gray scale matte which stores blending values for each pixel in the foreground.
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1. Access first pixel in effect field/frame.
2. Is pixel in effect?
   - Yes: Access corresponding pixel in matte.
   - No: Proceed to next step.
3. Set key according to matte?
   - Yes: Adjust key based on alphaM.
   - No: Repeat step 2.
4. More pixels?
   - Yes: Access next pixel in effect field/frame.
   - No: Done.

Set key to 100% Program Video.
VIDEO COMPOSITOR
CROSS-REFERENCE TO RELATED APPLICATIONS

This Application claims the benefit of U.S. Provisional Application No. 60/180,436, VIDEO COMPOSITOR, filed on Feb. 4, 2000. That Provisional Application is incorporated herein by reference.

This Application is related to the following Applications:
BLENDING A GRAPHIC, by James R. Glaudemans, et al., Ser. No. 09/160,428, filed Sep. 24, 1998; and

Each of these related Application are incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention is directed to a system for blending images.

2. Description of the Related Art

Many industries and applications have been using techniques for combining images. One example of a technique for combining images is chroma keying (also called blue screening). Chroma keying is a process which allows the creation of scenes that would otherwise be too dangerous, impossible or impractical and is one of the most popular special effects used in the motion picture, television and video industries today. Creating a composited image using chroma keying starts with the subject that has been photographed (still or video) in front of an evenly lit, bright, pure blue background. The image of the subject and the blue background is called the foreground. A matte is created which indicates the density and hue of the blue for each pixel in the foreground. The compositing process replaces all of the blue areas in the picture with another image known as the background. The new image created by chroma keying is called the composited image. Chroma key sequences can be made for photos and/or videos. The matte is a gray scale image (in some instances a black and white image) that is used to determine the percentage of foreground and background values that will be used for each pixel in the composited image. The matte is also known as an alpha, alpha signal, key or key channel. The chroma keying process is typically performed using a keyer.

Originally, keyers used a non-additive mix. That is, keyers were devices that switched back and forth between the background and foreground to create a composited image. The limitation of this approach is that there is no way a transparent or translucent foreground subject can be added to the background scene in such a way that the background is still visible through the foreground subject. A viewer either sees the foreground object by itself or the background object by itself, depending on the switch. Also, since there is a switch involved, there is a limit of how fast the device can switch back between foreground and background.

The original keyers were then replaced by linear keyers, which combine (or key) the background and foreground in proportions determined by the level of the alpha signal, rather than simply switching between the foreground and background. A linear keyer can make a foreground object appear transparent. Some linear keyers perform an additive mix of the foreground and background. Other linear keyers will attenuate the foreground prior to blending with the background.

One problem with traditional linear keyers is they suffer from blue spill, which is the discoloration of the foreground subject caused by spill light from the blue background. One device which improved on traditional keyers is the Ultimate from Ultimate Corporation (www.ultimate.com). The Ultimate improves on linear keyers by processing the foreground in order to suppress the backing and remove blue spill, while at the same time permitting many shades of blue to be reproduced in the foreground.

One drawback with keyers, including the Ultimate, is that they can only key on one color or one contiguous range of colors. That is, these keyers look for blue (or some other single color). Upon finding the color being searched for, the device keys in the background to replace the foreground pixels. Additionally, traditional keyers do not look at the background when determining keys. One disadvantage of not looking at the background is that if there is no background to replace, the foreground, it is not useful to waste resources calculating an alpha.

Another system that has been used to combine images is the famous and successful 1ST & Ten™ virtual yardline system, developed by Sportvision, Inc. (www.sportvision.com). This system adds a virtual first down line to a television broadcast of an American football game. The system first determines where in a video the line should be added. The line is then rendered in a separate frame of field of video. The program video (e.g. showing the football game) is analyzed to determine which pixels can be replaced by the line. The image of the line is then blended with the appropriate pixels of the program video. The determination of how to blend pixels is based on a combination of the program video with pre-stored color information. That is, an operator has previously determined which colors may be modified in a video. For example, the operator may determine that green relating to the grass, white relating to chalk, and brown relating to dirt can be modified, while colors in the players' uniforms cannot be modified. This system presents an improvement over the prior art because it allows the user to designate many colors to be replaced rather than one color.

The 1ST & Ten™ system analyzes the program video to create an alpha signal using a computer. Using a computer is not optimal. For example, the computer must process the pixels in a frame at the normal NTSC frame rate of thirty frames per second. As such, the system is not able to process every pixel in the foreground frame. Thus, the graphic is added as a series of polygons and only pixels pertaining to certain portions of the polygons are considered when determining the alpha signal. Additionally, because of the timing, the graphic being added to the program feed is limited in number of pixels.

Thus, there is a need for an improved system for combining images.

SUMMARY OF THE INVENTION

The present invention, roughly described, provides for a system for blending two images, such as blending one video source with another video source, blending a still image with a video source, blending a still image with a still image, etc. For purposes of this document, the terms blending and mixing are used interchangeably. Examples of use of the present invention include inserting a virtual advertisement
into a video, inserting a graphic effect into a video, adding an image of a person into an image of a background (e.g. for weather reports, etc.), etc. The system makes use of a color map which indicates which colors in an image can be mixed with another image, and how much of each source to include. A color map is a database which stores identifications of colors and blending information for the colors. The blending information can be alpha values for a keyer, data to determine alpha values or other information indicating how to blend pixels of the corresponding color. One embodiment of the present invention restricts the use of the color map to only pixels in the image that overlap (or correspond) in position with the graphic (or other effect). A pixel is an element of an image. An image is made up of many pixels. In some formats (but not necessarily all), a pixel is the smallest division that makes up the raster scan line. Pixels can be square, rectangular, or other shapes.

One embodiment of the present invention includes the steps of receiving a first video signal and receiving a second video signal. The first video signal includes a first set of pixels and the second video signal includes a second set of pixels. The method includes determining a set of blending values based on a color map and on color of the pixels of the first set of pixels. The method continues by blending the first set of pixels with the second set of pixels based on the blending values. In one embodiment, blending value determined for each pixel of the first video signal that overlaps in position with an image in the second video signal. In another embodiment, a blending value determined for each pixel of the first video signal. In one implementation, a gray scale matte signal is created based on the color map. Each pixel of the matte signal represents a blending value for the first video signal. In one implementation, the method is performed in real time during a live event. In other implementations or uses, the method is not performed in real time.

One implementation of the current invention includes a compositor which receives a program video signal, an effect video signal, a control alpha signal and updates to a color map. Based on the stored color map and the control alpha signal, the compositor mixes the program video signal with the effect video signal to create a composited image. One embodiment of the compositor includes a pixel blending value calculation circuit which receives the first video image. The pixel blending value calculation circuit accesses the color map and generates an output based on colors in the first video signal and the color map. The compositor includes a blending circuit which receives the first video image and the second video image. The blending circuit is connected to the pixel blending value calculation circuit and mixes the first video signal with the second video signal based on the output of the pixel blending value calculation circuit.

One embodiment of the blending circuit includes a first video signal altering circuit, a second video altering circuit, control logic and a video blending circuit. The control logic sends data to the altering circuits to alter the components of the foreground and background video signals. The altered components of both the foreground and background signals are sent to the video blending circuit which mixes the two altered signals. In one embodiment, the signals are mixed by adding the signals.

One embodiment of the pixel blending value calculation circuit includes a memory, a processor, a video interface and one or more communication interfaces, all of which are connected by a bus. The processor receives the first video signal, accesses the color map based on the colors in the first video signal, and reports the blending value based on the accessing of the color map.

The present invention can be accomplished using hardware, without any software. The present invention can also be implemented using a combination of both hardware and software. The software used for the present invention is stored on one or more processor readable storage media including hard disk drives, CD-ROMs, optical disks, floppy disks, RAM, ROM or other suitable storage devices. In alternative embodiments, some or all of the software can be replaced by dedicated hardware including custom integrated circuits, gate arrays, FPGAs, PLDs, and special purpose computers. In another alternative, the present invention can be implemented using software on a general purpose computer.

These and other objects and advantages of the present invention will appear more clearly from the following description in which the preferred embodiment of the invention has been set forth in conjunction with the drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram describing one embodiment of the present invention.

FIG. 2 is a block diagram describing details of one embodiment of the compositor of the present invention.

FIG. 3 is a flowchart describing the steps performed to generate an effect to be used by the compositor of the present invention.

FIG. 4 is a flowchart describing one embodiment for establishing inclusions and/or exclusions.

FIG. 5 is a flowchart describing the step of creating an entry of an exclusion or inclusion for storage in the color map.

FIG. 6 is a block diagram of an embodiment of a pixel blending value calculation circuit.

FIG. 7 is a block diagram of one embodiment of a pixel blending value calculation circuit.

FIG. 8 is a flowchart describing the steps performed by the pixel blending value calculation circuit.

FIG. 9 is a flowchart describing the steps performed by the blending circuit.

FIG. 10 depicts an alternative embodiment of the present invention.

FIG. 11 depicts another alternative embodiment of the present invention.

FIG. 12 depicts an additional alternative embodiment of the present invention.

FIG. 13 is a flowchart describing an exemplary method for the embodiment of FIG. 12 and other suitable hardware.

DETAILED DESCRIPTION

FIG. 1 shows one embodiment of the present invention. Compositor 100 receives four inputs and provides one output. The first input received by compositor 100 is program video signal 102. Shown in FIG. 1 is one frame of video (used for exemplar purposes) of program video signal 102. Throughout the discussion herein, instead of a frame of video, a field of video or a still image can also be used. The second input received by compositor 100 is effect 104, which can be video or a still image to be mixed with program video signal 102. Shown in FIG. 1 is one frame of video for effect 104. The third input to compositor 100 is alphaM, which is received from computer 106. The fourth input to compositor 100 includes updates to a color map (described below). The output of compositor 100 is a composited image representing a blending of program video signal 102 with effect 104.
In the discussion above with respect to keyers, the inputs to the keyers were referred to as foreground and background. These labels were used for convenience and are not necessary for the present invention. However, for purposes of consistency, it is assumed that program video 102 is the foreground and effect 104 is the background. Other labels will also work with the present invention.

In one embodiment, effect 104 is generated by computer 106. In alternative embodiments, effect 104 can be generated by other hardware, cameras, sensors, etc. Examples of effect 104 include graphics or images (e.g. a line, other shapes, etc.), a virtual advertisement, text, etc.

The signal alphaM is also known as a control alpha or a geometric alpha. AlphaM can be used to modify how the effect is blended into the program video without taking into effect the color in the program video. In one embodiment, alphaM can be used to prevent compositor 100 from blending video signals based on the color map. In one example, alphaM is a value between zero and one for each pixel and each frame. Note that alphaM is optional and some embodiments do not make use of alphaM.

Compositor 100 stores a color map. In one embodiment, the color map identifies a set of colors and an alpha for each of the identified colors. The alpha is a blending value to be used to mix the program signal with the effect signal. In summary, compositor 100 will look at the color of a particular pixel in program video signal 102. The color will be used to access the color map to determine the alpha for the particular color. That determined alpha will be used to mix the corresponding pixel of effect 104 with the pixel of program video signal 102. In some embodiments, the color of a pixel is a multi-dimensional value, for example, the color could include a Red value, a Green value and a Blue value. Other color formats can also be used.

Computer 110 is used to generate the color map and to communicate the color map information to compositor 100. The color map can be generated prior to using compositor 100 and/or can be generated during use of compositor 100. In one embodiment, the color map can be updated during the use of compositor 100. The result of blending program video signal 102 with effect 104 is to create composited video 120.

In FIG. 1, program video signal 102 is depicted to include a number of colors represented by different shading. For example, program video signal 102 includes colors 130, 132, 134 and 136. For example purposes, assume that the color map provides blending value information that indicates that for pixels of color 130, a pixel of effect 104 should replace the corresponding pixel in program video 102. Also assume that the color map indicates that for pixels of colors 132, 134 and 136, pixels of effect 104 should not replace pixels of the program video. In this example, the alpha for color 130 is one and the alpha for colors 132, 134 and 136 is zero. Alphas between zero and one could also be used for blending. Effect 104 has two colors 142 and 144. Color 142 is used as a backdrop and color 144 is used to create a horizontal line (the effect). In one example, color 142 is transparent. By transparent, it is meant that it is a unique color value or an illegal television/movie color code used only as a signal to the invention. In one embodiment, the transparent color is black. The unique color may not be used as part of the line (or other effect). Use of the transparent color provides a geometric keying effect so that the program video is altered only where effect 104 is non-transparent. Where the effect is non-transparent and the alpha in the color map allows for blending, the effect will be mixed with program video signal 102. As can be seen from composited video 120, the horizontal line of color 144 in effect 104 is mixed into program video 102 so that it only replaces pixels of color 130. The remaining pixels of program video signal 102 are unchanged. In one embodiment, it is not necessary to use a unique color because the signal alphaM will be used to indicate where and where not to consider blending.

Table 1 below describes the action of one embodiment of compositor 100.

<table>
<thead>
<tr>
<th>Program Video Pixel</th>
<th>Effect Pixel</th>
<th>Composited Video</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any</td>
<td>Transparent</td>
<td>Program pixel</td>
</tr>
<tr>
<td>Any</td>
<td>Non-Transparent</td>
<td>F (program pixel, effect pixel, Color Map (program pixel)), alphaM</td>
</tr>
</tbody>
</table>

Thus, when a pixel from effect 104 is transparent, the pixel for composited video 120 is the pixel from the program pixel. If the pixel from effect 104 is non-transparent, the pixel for composited video 120 is a function f( ) of the program video pixel, the effect pixel, the value returned from the color map based on the program video pixel, and alphaM.

In one embodiment, the color map stores a blending value for every possible video color. In other embodiments, the color map stores blending value information that can be used to determine a blending value for all or a subset of colors. The color map can be indexed in YUV space, YCrCb space, RGB space, YIK, YDbDr, PhotoYCC, HSI, HIS, HSV, CMYK, (or other color space). In one alternative, the color map uses 24 bits per color (or some other amount depending on the desired resolution). In one embodiment, the color map includes 16 Mbytes of memory, with one byte per entry (or some other number depending on the desired resolution). The color map is loadable from computer 110 and can be modified in real-time without a full reload or with a full reload.

FIG. 2 is a block diagram depicting one embodiment of the components of compositor 100. Depicted in FIG. 2 are five connectors 170, 172, 174, 176 and 178. These are video signal connectors for communicating signals. Connector 170 receives the foreground or program video signal 102. Connector 172 receives the background or effect 104. Connector 174 receives the alphaM signal from computer 106. Connector 176 receives the color map data from computer 110. In one embodiment, connectors 174 and 176 can be serial or other types of connections. Connector 178 is a video connector for communicating the composited video 120. In some embodiments, the connectors 170–178 may each be a multiple physical connectors, with one physical connector per video component (e.g. R, G, B).

The foreground or program video from connector 170 and color function information from connector 176 are communicated to pixel mixing value calculation circuit 180. In one embodiment, pixel mixing value calculation circuit 180 stores the color map and looks at the foreground signal pixel by pixel. For each pixel, or some subset of pixels, pixel mixing value calculation circuit 180 accesses the color map and uses the information from the color map to assign a blending value to the particular foreground pixel based on the color of the foreground pixel. The blending value is denoted in the drawings as alphaFG. In one embodiment, if there is no information in the color map for the particular pixel color under consideration, then alphaFG is set to zero, or another predetermined value. If there is information in the color map for the particular pixel color under consideration,
then alphaFG is set accordingly. After determining alphaFG for the particular pixel, the alphaFG value and the foreground pixel data are communicated from pixel mixing value calculation circuit 180 to mixer 182.

Mixer 182 also receives the background video signal from connector 172 and alphaM from connector 174. The foreground signal, the background signal, alphaFG and the alphaM signal are received by mixer 182 on a pixel-by-pixel basis. However, the signals can be received in a format other than a pixel-by-pixel basis. After receiving the foreground pixel, the background pixel, alphaFG and alphaM, mixer 182 mixes the foreground with the background according to the following equations.

\[
\begin{align*}
FG &= \text{foreground (program) pixel} \\
BG &= \text{background (effect) pixel} \\
C &= \text{composed pixel} \\
(\text{eq. 1}) &= \begin{cases} \\
0 & \text{if } (0 \leq \alphaM \leq 0.5) \\
\alphaM &= \alphaFG + 2 \times (0.5 - \alphaM) \\
\text{else} & \end{cases} \\
(\text{eq. 2}) &= \begin{cases} \\
1 & \text{if } (1 - \alphaM) \times FG + \alphaM \times BG \\
\alphaM &= 2 \times (\alphaM - 0.5) \\
\end{cases}
\end{align*}
\]

In one embodiment, part of the calculation of eq. 1 can be performed by computer 106. In another embodiment, the color map is not accessed if (0.5 ≤ alphaM ≤ 1). In yet another embodiment, alphaM can be two or three signals. For example, alphaM1 can be 2 alphaM and alphaM2 can be 2 alphaM - 0.5. A third input could indicate whether to use alphaM1 or alphaM2. In an alternative embodiment, compositor 100 comprises one or more computers, with each computer having one or more processors, memory, non-volatile storage, I/O (e.g., network cards, monitors, printers, communication ports, keyboards, pointing devices, etc.) and a video card. The processors can be standard programmable processors, custom printed circuit boards, custom integrated circuits, other dedicated hardware or a combination thereof.

FIG. 3 is a flow chart which describes the steps performed by computer 106 to provide the effect and alphaM. In step 200, computer 106 receives instructions for rendering the effect. The effect could be a virtual advertisement, a line, a shape, text, etc. Many systems known in the art, including those systems described in the patent documents incorporated by reference, explain systems for providing information to create a graphic effect. In step 202, computer 106 renders the effect, which could include rendering a field (or frame) of video. Note, in one embodiment, the steps of FIG. 3 can be performed by multiple computers. It is contemplated, that the graphic or effect to be added to the program video may not take up the entire frame or field of video. Thus, in step 204, the portion of the frame or field of video that is not utilized for the graphic or effect is filled in with the transparent color. In step 206, computer 106 will generate alphaM. Note that if (0.5 ≤ alphaM ≤ 1), then mixer 182 does not take into account data from the color map. If (0 ≤ alphaM ≤ 0.5), then mixer 182 does take into account data from the color map. If alphaM is equal to 0.5, then mixer 182 ignores the background pixel (the effect) and passes the foreground (program) pixel to the composited image. If alphaM is equal to zero, then mixer 182 mixes the foreground with the background according to alphaFG. Any value of alphaM above zero and below 0.5 modifies the mix intended by alphaFG. A value of alphaM equal to 1 causes mixer 182 to ignore the foreground pixel and pass the background pixel (effect) to the composited image. Thus, computer 106 can use alphaM to force the background pixel to be used, force the foreground pixel to be used, or bias the blending. In one embodiment, the biasing of the blending due to alphaM is performed by an operator changing the blending effect for artistic, business, or other purposes unrelated to the color of the pixel. In another embodiment, computer 106 will look at each pixel of the effect 104. If the pixel color is transparent, then computer 106 sets alphaM to equal 0.5 thereby forcing the composited pixel to be the foreground pixel. After generating alphaM in step 206, computer 106 communicates with compositor 100 in step 208. In one embodiment, pixel values for effect 104 and alphaM are communicated on a pixel by pixel basis with the corresponding pixels for the effect 104 and alphaM being presented at the same time. In another embodiment, the values for alphaM are used to create filled or frame of a gray level matte signal.

Prior to an event, an operator may set up two or more individually distinct operations (e.g., green and brown). Additionally, the operator may want to set up an exclusion so that a line is not drawn over a specific color (e.g., team’s uniforms). It is possible to allow drawing over one shade of green (grass) and not allow drawing over another shade of green (team’s shirt color). In an alternate embodiment of the present invention, exclusions and inclusions can also include video frame pixel positions or real world locations that are not to be enhanced. The process of setting up inclusions and exclusions is performed using computer 110.

FIG. 4 depicts a flow chart describing the process of creating inclusions and exclusions. In one embodiment, a camera or monitor is pointed to the different areas of the event. The operator can view the output of the camera on a monitor and, using a pointing device (e.g., a mouse), select areas for inclusion (create an inclusion filter) or exclusion (create an exclusion filter). For example, the operator could choose patches of shady grass, sunny grass and dirt for inclusions. The operator may choose portions of the players’ uniforms as exclusions.

When setting up inclusions and exclusions, computer 110 first receives a set of pixels in step 230. In one embodiment of the present invention, the pixel set received is from the output of one of the video cameras. For example, a pixel set can include selected pixels from an image of the playing field, selected pixels from an image of one of the teams’ uniforms, or other images. In another embodiment, the pixel set can be received from a stored image.

Once the pixel set is received, the operator of computer 110 determines whether the pixel set is to be used for identifying exclusion pixels or identifying inclusion pixels in step 232. In one embodiment, an operator uses a GUI to indicate whether the pixel set is for an inclusion or an exclusion, and to indicate the alphaFG (or other blending value) for the inclusion/exclusion. If it is determined that the pixel set has been received for establishing criteria for exclusion pixels, then this computer 110 generates an exclusion entry in step 236. If it is determined that the pixel set has been received to establish criteria for inclusion pixels, then computer 110 generates an inclusion entry in step 234. Multiple inclusion filters and exclusion entries can be generated.
In one embodiment of the present invention, computer 110 generates inclusion filters and exclusion entries by generating a set of histograms characterizing the received sets of pixels. For example, an inclusion entry may include an R histogram, a G histogram and a B histogram, all of which describe the inclusion entry in RGB color space. The R characteristic histogram has a horizontal axis representing red color values and a vertical axis representing the number of pixels in the received pixel set that corresponds to each value. The G characteristic histogram has a horizontal axis representing green color values and a vertical axis representing the number of pixels in the received pixel set that corresponds to each value. The B characteristic histogram has a horizontal axis representing blue color values and a vertical axis representing the number of pixels in the received pixel set that corresponds to each value. Each histogram has a respective pass band that defines the R, G or B characteristics that a pixel must have to be an inclusion pixel. Accordingly, a pixel will be designated as an inclusion pixel when the filter is applied and the pixel has an R characteristic value within the R pass band, a G characteristic value within the G pass band, and a B characteristic value within the B pass band. Exclusion entries work in a similar manner.

FIG. 5 illustrates a sequence of operations performed by computer 110 to determine a pass band for an inclusion entry histogram or an exclusion entry histogram. In the embodiment using RGB, the steps of FIG. 5 are performed for each of the three histograms. First, computer 110 identifies the most frequently occurring value for the characteristic (R, G, or B) represented by the histogram in step 280. For example, step 280 looks at the red value having the most number of pixels with that red value. Next, the characteristic value is incremented in step 282. It is then determined whether the number of pixels having the resulting characteristic value is within a predetermined percentage of the number of pixels having the most frequently occurring characteristic value (step 284). In one embodiment of the present invention, the predetermined percentage employed in step 284 is 10 percent for an inclusion entry and 50 percent for an exclusion entry.

If it is determined that the number of pixels with the characteristic value is above the predetermined percentage, then the characteristic value is incremented in step 282 and a new comparison is performed. If it is determined that the number of pixels with the characteristic value is not above the predetermined percentage, then the minimum characteristic value for the pass band is set in step 294 to equal the last characteristic value with a number of pixels above the predetermined percentage of the number of pixels representing the most frequently occurring characteristic value. In an alternative embodiment, all pixel colors from the pixel set are included in the inclusion/exclusion.

Although the generation of an inclusion entry and exclusion entry has been described with respect to forming a histogram, one of ordinary skill in the art will recognize that it is not necessary to actually form a graphical image of a histogram. A table of data is maintained that reflects the Red ("R"), Green ("G") or Blue ("B") data. It will also be recognized that the percentage thresholds identified above are not the only percentages that may be employed. Any number of percentages may be employed, depending upon the resolution that is desirable for the entry. One with ordinary skill in the art will further recognize that other methods can be employed for generating inclusions and exclusions. For example, a color region or set of color regions can be selected for inclusion or exclusion using a chromaticity diagram.

After the inclusion/exclusion entries are created, a color map is created. One example of a color map is a database with a record for each possible color based on R, G and B values. In an alternative embodiment, less than all of the possible colors are represented in the color map. For each color in the color map, the database stores blending value information. The stored blending value information could be a number between zero and one hundred, zero and one, or another suitable range. The stored number need only designate an amount of blending for that particular color.

In one embodiment, the stored blending value information is a number between 0 and 255. When the operator selects a pixel set for an inclusion or an exclusion, the operator is asked to provide a percentage between zero and one hundred percent. The number provided by the operator is converted to a scale of 0–255. The converted number is stored as the blending value for each color described by the inclusion/exclusion entry (e.g. each color within the pass bands of the entry). In one embodiment, the color map can include a set of equations for defining a blending value for a color.

Alternatively, minimum and maximum values for a pass band can be stored in color map 320. For each minimum and maximum value, a blending value is stored. The system will check the R, G and B values to see if they fit with any of the pass bands. If they fit within a particular pass band, the system will access the blending value for that particular pass band. Instead of storing an entire pass band, the color map could store the color for each pass band. Processor 314 will look for the closest center color to the particular pixel color under consideration. In one embodiment, interpolation is used to create a blending value based on that particular pass band center point. In one option for interpolation, if the color of the current pixel is within a certain percentage of the center color, then the full blending value is used. If it is greater than a certain distance from the center, then a percentage of the blending value is used, and so on.

In one embodiment, a taper zone is set up. The taper zone includes colors outside of but near the pass bands for a filter. One method for determining the colors in the taper zone is to create an additional set of pass bands (in addition to the inclusion pass bands) in the same manner as described above, but use different percentages so that the pass bands
are wider. Those colors in the new pass bands but not in the inclusion pass bands are in the taper zone. The colors in the taper zone closest to the inclusion pass bands are given a blending value equal to or slightly lower than the blending value given to the colors in the inclusion pass bands. The colors in the taper zone farthest from the inclusion pass bands are given a blending value indicating that no blending should occur. The colors in between are given blending values based on linear interpolation. An analogous method is used for taper zones near exclusions. The blending value for the colors in the taper zones are stored in the color map.

FIG. 6 is a block diagram of one embodiment of pixel blending value calculation circuit 180. FIG. 6 shows video interface 310, communication interface 312, processor 314, memory 316 and communication interface 318 all connected to bus 322. Video interface 310 receives the foreground (or program video signal). In one embodiment, the video signals are digital video signals. Alternatively, analog signals can be received and converted to digital signals. Video interface 310 receives the foreground video signal and provides digital data to processor 314. Video interface 310 can be a standard interface chip or board known in the art. Communication interface 318 provides a serial interface with computer 110. Alternatively, computer interface 318 can provide a parallel interface, a USB port interface, a network interface, (e.g. Ethernet) etc. Communication interface 312 receives the calculated alphaFG value from processor 314 and communicates it to mixer 182. In one embodiment, communication interface 312 is a serial port, parallel port, USB port, etc. Alternatively, communication interface 312 can be a set of wires and a register, a latch, etc. Memory 316 stores code for programming processor 314 and stores the color map 320. Updates to color map 320 are provided from computer 10 via communication interface 318.

For a given pixel, processor 314 receives R, G and B values and accesses color map 320 to determine alphaFG. In one embodiment, determining alphaFG includes using the R value, G value and B value to access an entry in the color map which stores the alphaFG value. Regardless of the scheme used for storing a color map, color map 320 stores the information used by processor 314 to present an alphaFG to communication interface 312.

FIG. 7 is a block diagram describing one example of blending circuit 182. Blending control logic 340 receives alphaFG from communication interface 312 (FIG. 6) and alphaM from connector 174 (FIG. 2). Blending control logic 340 can be a processor and support logic, a full computer, an FPGA, a hardwired circuit, etc. Altering circuit 352 receives the R component of the foreground. Altering circuit 354 receives the G component of the foreground. Altering circuit 356 receives the B component of the foreground. Altering circuit 362 receives the B component of the background. Altering circuit 364 receives the G component of the background. Altering circuit 366 receives the R component of the background.

Based on the values of alphaFG and alphaM, blending control logic 340 determines alpha of eq. 1. Blending control logic 340 communicates alpha to altering circuits 362, 364, 352, 354, and 356. The value of (1-alpha) is communicated to altering circuits 352, 354 and 356. In one embodiment, altering circuits 352, 354 and 356 are multipliers. In other embodiments, altering circuits 352, 354 and 356 are addition circuits. Other embodiments of blending control logic 340 also receive the R, G and B values to derive the blending variables for the altering circuits.

The output of altering circuit 352 and the output of altering circuit 366 are communicated to blending circuit 372. The output of altering circuit 354 and altering circuit 364 are communicated to blending circuit 374. The output of altering circuit 356 and altering circuit 362 are communicated to blending circuit 376. In one embodiment, blending circuits 372, 374 and 376 mix the video signals by adding the inputs. A saturated add is also possible and reasonable. In one embodiment, blending circuit 372 adds the output from altering circuit 352 to the output of altering circuit 366. Blending circuit 374 adds the output of altering circuit 354 to the output of altering circuit 364. Blending circuit 376 adds the output of altering circuit 356 to the output of altering circuit 362. The output of blending circuit 372 is the red component of the composited signal. The output of blending circuit 374 is the green value of the composited signal. The output of blending circuit 376 is the blue component of the composited signal. In one embodiment, the pixel mixing value calculation circuit and the mixer can be implemented by programming one or more general purpose computers or processors with support logic.

FIG. 8 is a flow chart which describes the steps performed by the pixel mixing value calculation circuit of FIG. 6. In step 402, video interface 310 receives the data for the foreground pixel and provides that data to processor 314. In step 404, processor 314 accesses color map 320 based on the received foreground pixel. In step 406, processor 314 determines alphaFG based on color map 320. In step 408, processor 314 transmits alphaFG to blending control logic 340 via communication interface 312.

FIG. 9 provides a flow chart for the steps performed by the mixer of FIG. 7. In step 440, the background pixel is received by altering circuits 362, 364 and 366. In step 442, the foreground pixel is received by altering circuits 352, 354 and 356, as well as blending control logic 340 (in some embodiments). In step 444, blending control logic 340 receives alphaM. In step 446, blending control logic 340 receives alphaFG from processor 314. In step 448, blending control logic 340 generates alpha and (1-alpha) for altering circuit 352, 354, 356, 362, 364 and 366. Instead 450, the outputs of the altering circuits are mixed by blending circuits 372, 374 and 376. Note that in one embodiment, altering circuits 352-366 can be combined into one circuit. Similarly, blending circuits 372, 374 and 376 can be designed as one combined circuit.

FIG. 10 depicts an alternative embodiment of the present invention. Program video 102 is communicated to the foreground input of linear keyer 518 and to computer 502. Computer 502 also receives the color map from a memory device connected to computer 502. Based on the color map, computer 502 creates a program matte 504 based on program video 102. The program matte 504 is a gray scale image which includes a data value for each pixel, where the data value corresponds to the alphaFG for the color of the pixel based on the color map. FIG. 10 shows program matte 504 in black and white. However, the matte can also be gray scale. Effect 104 is sent to computer 508 to create an effect matte 512. The effect matte includes an alpha value for each pixel of the effect to indicate how much the effect pixel should be combined in the final composited image. This may be done by testing whether there is a transparent color in the effect. In one embodiment, computer 508 is also the computer that generates effect 104.

Program matte 504 and effect matte 512 are combined using a logical AND operation (or linear combination) 514 to produce a composite matte 516. In one embodiment, composite matte 516 is a video signal with data for each pixel representing which pixels in the program video can be replaced by the effect 104. Composite matte 516 is sent to
the key or alpha input of linear keyer 518. Effect 104 is connected to the background input of linear keyer 518. The output of linear keyer 518 is composit video 120. FIG. 11 provides another alternative embodiment of the present invention. Program video 102 is sent to computer 602, which also is in communication with the color map. Computer 602 produces a program matte 604. Note that program matte 604 of FIG. 11 is an inverted version of program matte 504 of FIG. 10. Effect 104 is sent to compute 610. In one embodiment, effect 104 is created by computer 610. Computer 610 produces an effect matte 612, which is an inverted version of effect matte 512 from FIG. 10. Effect 104 is sent to the foreground input of linear keyer 614. Effect matte 612 is transmitted to the key or alpha input of linear keyer 614. Program video 102 is sent to the background input of linear keyer 614. The output of linear keyer 614 is image 616. As can be seen in FIG. 11, image 616 includes the program video with the image from the effect 104 superimposed on top of the program video. Image 616 is sent to the foreground input of linear keyer 618. Program video 102 is communicated to the background input of linear keyer 618. Program matte 604 is communicated to the key or alpha input of linear keyer 618. The output of linear keyer 618 is composited image 120.

FIG. 12 depicts an additional embodiment of the present invention. The program video (e.g. of a sporting event or other event) is communicated to linear keyer 702, mixer/effect computer system 704, color computer 706 and color map computer system 708. Color map computer system 708 has a GUI for an operator to select inclusions/exclusions and blending values for the inclusions/exclusions. Color map computer system 708, which creates and stores the color map, can be one or more programmed computers. In one embodiment, color map computer system 708 provides the color map data via a serial connection to color computer 706 at a predetermined time interval (e.g. every one second) or when there is a change to the color map. Based on the color map (as described above), color computer 706 creates a program video matte, which includes gray scale data for every pixel in the program video. For each pixel in the program video matte, color computer determines a blending value. In one embodiment, the blending value is the alphaFG described above. In another embodiment, color computer receives alphaM and the blending value is alpha, described above by equation 1. The program matte is a video signal having fields and frames in accordance with the program video. Thus, for each field in the program video there is a corresponding field in the program video matte signal describing a blending value for each pixel of the program video. Color computer 706 is a personal computer running Windows NT with two video cards, one for video in and one for video out. Alternatively, color computer 706 can be dedicated hardware.

The program video matte signal is communicated from color computer 706 to mixer/effect computer system 704. In one embodiment, mixer/effect computer system 704 creates the effect. In another embodiment, mixer/effect computer system 704 receives the effect from another system. Mixer/effect computer system 704, which can be one or more computers or dedicated hardware, provides the effect video as the foreground to keyer 702. Based on the location of the effect and the program video matte, mixer/effect computer system 704 creates a key signal which is transmitted to keyer 702. The key signal can be created according to Table 1 above, Equations 1 & 2 above or other suitable methods using the technology described above. In one embodiment where mixer/effect computer system 704 creates the effect, there is no need for a transparent color since mixer/effect computer system 704 knows the position of the effect it created. In another embodiment, mixer/effect computer system 704 receives alphaM separately from the program video matte in order to create the key signal. Keyer 702 creates the composite video (Video Out in FIG. 12) by blending the Program Video with the Effect according to the key.

In one embodiment, mixer/effect computer system 704 determines the key signal according to the flow chart of FIG. 13. In step 720, mixer/effect computer system 704 accesses the first pixel in the frame or field of video for the effect. In step 722, it is determined whether the pixel in the frame or field of video for the effect is part of the effect. In one alternative, a pixel with a transparent color is not part of the effect. In other embodiments, transparent colors are not employed. If the pixel is not part of the effect, then in step 724, the value of the key signal for the current pixel is set so that the output of keyer 702 for this pixel is 100% program video pixel. In step 726, it is determined whether there are any more pixels in the frame or field of video for the effect that have not been considered yet. If not, the method of FIG. 13 is done. If there are more pixels in the frame or field of video for the effect to consider, then the next pixel is accessed in step 728 and the method loops back to step 722.

If, in step 722, it is determined that the pixel is part of the effect (e.g. part of the virtual ad or virtual first down line), then the corresponding pixel in the program video matte is accessed in step 730. For example, each pixel in the effect field or frame has a set of coordinates and each pixel value in the program video matte has a set of coordinates. In one alternative, step 730 accesses the pixel data in the program video matte with the same set of coordinates as the pixel in the effect field or frame. The accessed pixel data from step 730 is used to set the key in step 732. In one embodiment, the value of the pixel data in the program video matte is used as the key. In other embodiment, the pixel data is used to derive the key. In step 734, the key is altered according to alphaM. Many embodiments of the present invention do not perform step 734 because alphaM was already used to create the program video matte, alphaM is not used at all, or other suitable reasons. After step 734, the method loops to step 726.

The foregoing detailed description of the invention has been presented for purposes of illustration and description. It is not intended to be exhaustive or to limit the invention to the precise form disclosed, and obviously many modifications and variations are possible in light of the above teaching. The described embodiments were chosen in order to best explain the principles of the invention and its practical application to thereby enable others skilled in the art to best utilize the invention in various embodiments and with various modifications as are suited to the particular use contemplated. It is intended that the scope of the invention be defined by the claims appended hereto.

We claim:
1. A method for blending images, comprising:
   receiving a first image, said first image includes a first set of pixels;
   receiving a second image, said second image includes a second set of pixels and a third set of pixels, said third set of pixels has a predefined attribute indicating that said third set of pixels should not be mixed;
   determining which pixels of said second image are part of said second set of pixels and which pixels of said second image are part of said third set of pixels based on said predefined attribute;
for each specific pixel of said first set of pixels that corresponds in position with a pixel from said second set of pixels:

determining a color of said specific pixel from said first video image,

accessing a color map after determining said color of said specific pixel, said color map capable of storing blending value information for a plurality of different colors, and

using said determined color of said specific pixel to determine a pixel blending value for said specific pixel from said color map; and

blending said first set of pixels with said second set of pixels based on said pixel blending values.

2. A method according to claim 1, wherein:
said predefined attribute is a transparent color.

3. A method for blending images, comprising:
receiving a first image, said first image includes a first set of pixels;

receiving a second image, said second image includes a second set of pixels and a third set of pixels, said third set of pixels has a predefined attribute indicating that said third set of pixels should not be mixed;

determining which pixels of said second image are part of said second set of pixels and which pixels of said second image are part of said third set of pixels based on said predefined attribute;

for each specific pixel of said first set of pixels that corresponds in position with a pixel from said second set of pixels, accessing a color map based on color of said specific pixel and determining a pixel blending value for said specific pixel based on said accessing color map, said color map capable of storing blending value information for a plurality of different colors;

blending said first set of pixels with said second set of pixels based on said pixel blending values; and

updating said color map in real time, said step of blending is performed in real time.

4. A method according to claim 1, further including the step of:
adding additional visibly distinct colors to said color map.

5. A method according to claim 1, wherein:
said second image is part of a video signal;
said step of receiving a second image includes receiving said video signal.

6. A method according to claim 5, wherein:
said predefined attribute is a predefined color; and

said step of determining which pixels of said video signal are part of said second image comprises the step of identifying which pixels of said video signal are said predefined color.

7. A method according to claim 5, wherein:
said predefined attribute is a transparent color; and

said step of determining which pixels of said video signal are part of said second image comprises the step of identifying which pixels of said video signal are said transparent color.

8. A method according to claim 1, wherein:
said first image is part of a first video signal;
said step of receiving a first image includes receiving said first video signal;
said second image is part of a second video signal; said step of receiving a second image includes receiving said second video signal.

9. A method according to claim 1, wherein:
said color map is a look-up table storing color values and blending information for said color values.

10. A method according to claim 1, wherein:
said color map is a look-up table storing ranges of color values and blending information for said ranges.

11. A method according to claim 1, wherein:
said steps of receiving a first image, receiving a second image, accessing and blending are performed by one apparatus.

12. A method according to claim 1, further including the step of:
receiving additional blending values that are not based on said color map, said step of blending is also based on said additional blending values.

13. A method according to claim 12, wherein:
said additional blending values indicate whether to ignore said pixel blending values.

14. A method according to claim 1, wherein said step of blending includes the steps of:
creating a matte of said second image;
performing a logical AND of said matte and values based on said pixel blending values; and

keying said second image with said first image using a key equal to said logical AND of said matte and said values based on blending values.

15. A method according to claim 1, wherein said step of blending includes the steps of:
creating a matte of said second image;
creating a first composited image by keying said second image with said first image using said a key equal to said matte; and

creating a second composited image by keying said first composited image with said first image.

16. A method according to claim 1, wherein:
said method is performed in real time during a live event.

17. A method according to claim 1, wherein said step of blending includes the steps of:
creating a matte based on said pixel blending values, said matte includes a fourth set of pixels, each pixel in said fourth set of pixels includes a data value, each data value is based on at least a corresponding pixel blending value; and

mixing said first image with said second image on a pixel by pixel basis using said matte.

18. A method according to claim 1, wherein:
said step of using said determined color of said specific pixel to determine a pixel blending value includes reading said pixel blending value from said color map.

19. A method according to claim 1, wherein:
said step of using said determined color of said specific pixel to determine a pixel blending value includes reading color data from said color map and calculating said pixel blending value from said color data.

20. An apparatus used for blending images, comprising:
an input device;
an output device;
memory; and

one or more processors, said one or more processors perform a method comprising the steps of:
receiving a first image, said first image includes a first set of pixels,
receiving a second image, said second image includes a second set of pixels and a third set of pixels, said
third set of pixels has a predefined attribute indicating that said third set of pixels should not be mixed, determining which pixels of said second image are part of said second set of pixels and which pixels of said second image are part of said third set of pixels based on said predefined attribute, for each specific pixel of said first set of pixels that corresponds in position with a pixel from said second set of pixels:

determining a color of said specific pixel from said first video image, accessing a color map after determining said color of said specific pixel, said color map capable of storing blending value information for a plurality of different colors, and using said determined color of said specific pixel to determine a pixel blending value for said specific pixel from said color map, and causing a blending of said first set of pixels with said second set of pixels based on said pixel blending values.

21. An apparatus according to claim 20, wherein said predefined attribute is a transparent color.

22. An apparatus according to claim 20, wherein said method further includes the step of:

updating said color map in real time, said step of blending is performed in real time.

23. An apparatus according to claim 20, wherein said method further includes the step of:

adding additional visibly distinct colors to said color map.

24. An apparatus according to claim 20, wherein:

said step of determining which pixels of said video signal are part of said second image comprises the step of identifying which pixels of said video signal are a predefined color.

25. An apparatus according to claim 20, wherein said method further includes the step of:

receiving additional blending values that are not based on said color map, said step of blending is also based on said additional blending values, said additional blending values indicate whether to ignore said pixel blending values.

26. An apparatus used for blending images, comprising:

an input device;
an output device;
memory; and

one or more processors, said one or more processors perform a method comprising the steps of:

receiving a first image, said first image includes a first set of pixels,

receiving a second image, said second image includes a second set of pixels and a third set of pixels, said third set of pixels has a predefined attribute indicating that said third set of pixels should not be mixed, determining which pixels of said second image are part of said second set of pixels and which pixels of said second image are part of said third set of pixels based on said predefined attribute, for each specific pixel of said first set of pixels that corresponds in position with a pixel from said second set of pixels, accessing a color map based on color of said specific pixel and determining a pixel blending value for said specific pixel based on said accessing said color map, said color map capable of storing blending value information for a plurality of different colors, causing a blending of said first set of pixels with said second set of pixels based on said pixel blending values, said step of causing a blending includes creating a matte based on said pixel blending values and mixing said first image with said second image on a pixel by pixel basis using said matte, said matte includes a fourth set of pixels, each pixel in said fourth set of pixels includes a data value, each data value is based on at least a corresponding pixel blending value.

27. A method for blending images, comprising the steps of:

storing blending information for a set of visibly distinct colors;

receiving a first image, said first image includes a first set of pixels, each pixel of said first set of pixels is associated with color data;

receiving a second image, said second image includes a second set of pixels;

for each pixel in said first set of pixels, identifying an appropriate subset of said stored blending information based on said color data;

creating a matte, said matte includes a third set of pixels, each pixel in said third set of pixels corresponds to at least one pixel in said first set of pixels, each pixel in said third set of pixels includes a data value based on said appropriate subset of said stored blending information for said corresponding at least one pixel in said first set of pixels; and

causing a blending of said first image with said second image based on said matte.

28. A method according to claim 27, wherein:

said matte is a gray scale image that is part of a video signal.

29. A method according to claim 27, wherein:

said first image is a video image; and

said second image is a video image.

30. A method according to claim 27, wherein:

said blending information includes a color map, said color map stores and identifies colors and blending values for said colors.

31. A method according to claim 30, wherein:

each data value stores one of said blending values.

32. A method according to claim 31, wherein:

said step of causing a blending includes the steps of creating an alpha signal based on said matte and transmitting said alpha signal to a keyer;

said first image is a video image; and

said second image is a video image.

33. A method according to claim 27, wherein said step of causing a blending includes the steps of:

accessing a first pixel of said second image;

determining whether said first pixel of said second image is part of an effect;

outputting a first pixel of said first image, without blending, if said pixel is not part of said effect;

outputting a blend of said first pixel of said first image and said first pixel of said second image according to a first data value in said matte if said first pixel of said second image is part of said effect, said first data value corresponds to a first pixel of said matte, said first pixel of said matte corresponds to said first pixel of said first image and said first pixel of said second image.

34. A method according to claim 27, further comprising the steps of:
receiving a third image;

displaying said third image;

receiving a selection of a portion of said third image, said portion of said third image includes a set of colors; and

receiving one or more blending values for said set of colors, said stored different blending information includes said blending values.

35. An apparatus used for blending images, comprising:
an input device;
an output device;
memory; and
one or more processors, said one or more processors, said one or more processors perform a method comprising the steps of:

storing blending information for a set of visibly distinct colors,
receiving a first image, said first image includes a first set of pixels, each pixel of said first set of pixels is associated with color data,
receiving a second image, said second image includes a second set of pixels.
for each pixel in said first set of pixels, identifying an appropriate subset of said stored blending information based on said color data,
creating a matte, said matte includes a third set of pixels, each pixel in said third set of pixels corresponds to at least one pixel in said first set of pixels, each pixel in said third set of pixels includes a data value based on said appropriate subset of said stored blending information for said corresponding at least one pixel in said first set of pixels, and
causing a blending of said first image with said second image based on said matte.

36. An apparatus according to claim 35, wherein said step of causing a blending includes the steps of:

accessing a first pixel of said second image;
determining whether said first pixel of said second image is part of an effect;
outputting a first pixel of said first image, without blending, if said pixel is not part of said effect;
outputting a blend of said first pixel of said first image and said first pixel of said second image according to a first a data value in said matte if said first pixel of said second image is part of said effect, said first data value corresponds to a first pixel of said matte, said first pixel of said matte corresponds to said first pixel of said first image and said first pixel of said second image.

37. An apparatus according to claim 35, wherein:
said matte is a gray scale image that is part of a video signal.

38. An apparatus according to claim 35, wherein:
said blending information includes a color map, said color map stores an identifications of colors and blending values for said colors.

39. An apparatus for blending a first video image with a second video image, comprising:
a pixel blending value calculation circuit receiving said first video image, said pixel blending value calculation circuit includes a color map, said color map stores information indicating blending values for multiple visibly distinct colors, said pixel blending value calculation circuit generates an output by:
determining color in said first video image, accessing said color map after determining said color in said first video image, and
using said determined color in said first video image to determine a pixel blending value from said color map for at least a portion of said first video image; and
a blending circuit receiving said first video image and said second video image, said pixel blending value calculation circuit in communication with said pixel blending value calculation circuit, said blending circuit mixes said first video image with said second video image based on said output of said pixel blending value calculation circuit.

40. An apparatus according to claim 39, wherein said blending circuit comprises:
control logic in communication with said pixel blending value calculation circuit;
a first video altering circuit receiving said first video image, said first video altering circuit is in communication with said control logic, said first video altering circuit alters said first video image based on a first set of one or more blending variables received from said control logic;
a second video altering circuit receiving said second video image, said second video altering circuit is in communication with said control logic, said second video altering circuit alters said second video image based on a second set of one or more blending variables received from said blending control logic; and
a mixing circuit in communication with said first video altering circuit and said second video altering circuit.

41. An apparatus according to claim 39, wherein said pixel blending value calculation circuit comprises:
a memory, said memory stores said color map; and
a processor in communication with said memory, said processor receives said first video image, and generates said output by determining said color in said first video image, accessing said color map, and using said determined color to determine a pixel blending value.

42. An apparatus according to claim 39, wherein:
said pixel blending value calculation circuit receives a geometric key signal, said pixel blending value calculation circuit selectively ignores said color map for a given pixel in said first video image in response to said geometric key signal.

43. An apparatus according to claim 39, wherein:
said pixel blending value calculation circuit selectively ignores said color map for a particular pixel in said first video image if said particular pixel is of a predetermined color.

44. An apparatus according to claim 39, wherein:
said pixel blending value calculation circuit accesses said color map for every pixel of said first video image and generates an output based on said color map for every pixel of said first video image.

45. An apparatus for blending a first video image with a second video image, comprising:
a memory, said memory stores a color map, said color map stores information indicating blending information for multiple colors;
a processor in communication with said memory, said processor receives said first video signal, determines colors in said first video signal, accesses said color map after determining said colors in said first video signal, and uses said determined colors in said first video signal to determine blending values from said color map; and
a video blending circuit in communication with said processor; said video blending circuit receives said first video signal and said second video signal; said video blending circuit mixes said first video signal with said second video signal based on said blending values.

46. An apparatus according to claim 45, wherein said blending circuit comprises:
control logic in communication with said processor;
a first video signal altering circuit receiving said first video signal; said first video signal altering circuit is in communication with said control logic; said first video signal altering circuit alters said first video signal based on a first set of one or more blending values received from said control logic;
a second video signal altering circuit receiving said second video signal; said second video signal altering circuit is in communication with said control logic; said second video signal altering circuit alters said second video signal based on a second set of one or more blending values received from said control logic; and

a video blending circuit in communication with said first video signal altering circuit and said second video signal altering circuit.

47. An apparatus according to claim 45, wherein:
said processor receives a geometric key signal; said processor selectively ignores said color map for a given pixel in said first video image in response to said geometric key signal.

48. An apparatus according to claim 45, wherein:
said processor selectively ignores said color map for a particular pixel in said first video image if said particular pixel is of a predetermined color.

49. An apparatus according to claim 45, wherein:
said processor accesses said color map for every pixel of a first image in said first video signal and generates an output based on said color map for every pixel of said first image.