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1.  INTRODUCTION

One of the major issues in the development of a Discrete Address Beacon System
(DABS) for surveillance of air traffic is that of compatibility with the present
surveillance system, the Air Traffic Control Radar Beacon System (ATCRBS)

which operates on separate uplink and downlink frequencies of 1030 and 1090 MHz,
respectively. Since the aircraft population will take years to convert from
ATCRBS to DABS transponders, there will be a significant period of time in
which DABS and ATCRBS will have to co-exist. It is desirable to build ATCRBS
capability into both airborne and ground DABS equipment to accommodate a gradual
evolution to a DABS. It is thus reasonab]é to investigate the possibility of
DABS use of the ATCRBS frequencies in order to allow maximum sharing of both

airborne and ground equipment for design economy.

The problem that is investigated in this report is the sensitivity of candidate
DABS modulation systems to interference, either from ATCRBS or DABS trans-
missions, or as is likely to arise from multipath reflections. We are partic-
ularly interested in assessing the question of sensitivity of DABS operation
on ATCRBS frequencies. Hence, the performance of DABS candidate modulations
are analyzed for three types of environment:

(1) Additive gaussian noise.

(2) DABS-Tike 1nteffering waveforms with gaussian noise.

(3) ATCRBS interference with gaussian noise.
The three modulation schemes that are analyzed are pulse amplitude modulation

on-off keyed (PAM), differential phase shift keying (DPSK), and frequency shift




keying (FSK). The performance of these three modulation systems is compared
on the basis of probability of error per bit, Pe/bit as a function of signal-to-

noise and interference-to-signal ratios.

Ultimately, it is the reliability of coded message blocks which is of interest,
but the calculation of Pe/bit is a necessary first step in obtaining méssage
reliability. In this report, analytical expressions are obtained for the
maximum 1ikelihood demodulations [1] followed by the.optimum decision strategy
(the minimum error rate decision strategy). A familiarity with the papers by

Arthurs and Dym [2] and Stein [3] is assummed.

At this point, we introduce the following useful identity and notation:

IDENTITY

cos{wt + a) + p cos(wt + B) = 'JG + 2p coso + p2 cos(wt + ¢) , (1)

where

-1 sina + p sin B . ' (2)

6=8-a and ¢ =tan "% 0 Cos B

If 8 and o are uniformly distributed -m to m, then 6 and ¢ are also uniformly

distributed -w to 7.




NOTATION
E is the signal energy

;; is the ratio of the interfering pulse energy

to the signal energy
T is the pulse duration

N0/2 ijs the double sided white noise spectral density

2E 2
R+(e) = J/Na-(1 +2 pcos B+ p) (3)
and
R (6) = /EE.(] -2 pcos B+ p2) . (4)
- Ni NO

2.  INCOHERENT PAM

The first modulation scheme considered is incocherent PAM. If we assume that
the interfering pulse compietely overlaps the information pulse, then the

waveform at the input to the receiver is, for a peak power limited signatl,

r(t) = / %E-[C1 cos{wt + o) + Ch p cos(wt + g)] + n(t)
(5)
= v/gg-(c$ +2¢q €, p COS 6 + cg pz) cos{wt + ¢) + n(t) »

where <4 and C, are each either 0 or 1.



This received signal is demodulated using the maximum Tikelihood estimate [1]

to obtain

= \/FEIC]2 + 2c]c2 p cos 6 + c22 p2 cos ¢ + ny s (6a)

and

T
y =\/ r(t)\/gz»sin wt dt
0

2 2 2 .
- \/ Efcy™ + 2 cqcy, pcos 8+ cy” p7] sing +n, s (6b)

where ny and n, are independent zero mean gaussian random variables with

variance NO/Z so that (see Ref. 2, p. 354 Eq. (93) )

1 lx2 + y2 + E[c] + 2¢qC5 p COS B + c2 0 ],
p(x,y|6) = ‘;T%—7§y "¢ 0/2
2 2
‘\/ +y '\/ E[c + 2c]c2 pCos & +c, p ]
)

Using the change of variables




and the fact that 6 is uniformly distributed then we obtain

lvz + %51 c]2 + 2c]c2 p COS 6 + c22 02],

2E

2
NO (c] + 2c]c2 p cos 6 + c22 p2 ) . (8)

p(v]p) is obtained from (8) simply by integrating from -m to w on y and 6.

The optimum receiver is determined from the Tikelihood ratio

where H0 is the hypothesis of a space (c] = 0) and H] is the hypothesis of
a mark (c] = 1). Each hypothesis is equally likely. The likelihood ratio

is therefore

E E_ (1 + 59 n - 2E 5 cos o

N "N N .
0 2E 0 0 :
e Iy <v\/, -N—> Pog t € %— - fﬁ e Iy (VR, (8)) d& Poy

on + e I0 <v W[;)PZ]

where R _(8) has been defined in (3), Pao is the probability that c,=0, and P,q=1-P,.

To determine the optimum threshold level for v, we solve

A(Vp)=] ’




or equivalently solve for the roots, Vg» of the equation

() - e T 2E
(V) = e NO IO \ -N—O— P20
E 2 T 2E
-——(]+p)] - T—p COS B
+e Ny 5 |e N0 Iy (v R+(e))de P21
-T
2 E

—p ——
0 RE -
- P20 - e IO<Vp\/—NE>P2] =0

(10)

v. is therefore the optimum threshold level for the receiver in an inter-

0
ference environment. When P20=1 (i.e., P2]=0) then an excellent approximation

to the solution of (10) is (Schwartz, Bennett, and Stein [4] Eq. 7-4-14)

~ s—+t 1 . (1)

When there is interference (lefO) then (11) no longer approximates the

optimum threshold level but Pe is far more sensitive to the parameter p than

to VO'

It is useful to introduce Marcum's Q function [5] defined by the equation

(o]

Q(x,B) = /v e 2
B

—

2 2
(v +”10 (o v) dv . (12)




The Pe for the four possible cases are determined as follows:

(1)

(iii)

and finally

Yo
_ _ 2E
Pe,11 - JA p11(v)dv =1-0 < _6‘ VO)
0
c] = 0, Cy = 1

(17)

(18)




(19)

—
<
p
I
N—J
by
N
<
[¢°]
—t
O
Pamnd
<
o]
+
P
@
g
o
a
)

-
1

| pp oy =1 - 2 [ (R, (6)vg) de (20)
0 -

In the case of DABS-1ike interference due to multipath or a second DABS inter-

rogator, the probabilities of each of the above cases is equally likely, so
2

A .
_ 0 u
P, /bit = l—[e 2 41 - Q<\/-2%, v0> + Q(‘\/ﬁ%"o) +1 - -]2? / Q(R,(8), vO)de].

-

(21)

For ATCRBS interference, we shall consider a slightly different quantity,
namely, the average Pe/garb1ed bit, Peg' This is just the average of case

(iii) and case (iv),

p =—]—{Q<o\/zg v>+1——]— " QR.(8), v.) do (22)

=T

3. DPSK

The kth received waveform for DPSK modulation, assuming complete overlap of the

interfering signal, is of the form




\/%TE [cos(ut + o) *+ ¢, p cos(at + g)] + n(t)

-
=
—~
(—'-
~
|

\/%E[ 1+ 2c, pcosg + cﬁ p2 cos (gt + ¢k) + n(t), (23)

where C = 0 or 1. The maximum-likelihood estimate demodulation [1] yields

from (6a) and (6b)

_ y 2 2 ' '
Xy = E<1 +2 ¢y cosg *cpop ) cos ¢y * Ny s (24a)
Yy = --\/E<1 + 2 ¢, cosg + cE p2>ksin Ktk (24b)

where Nk and nyk are independent zero mean gaussian random variables with
variance N0/2. The optimum decision criterion, as determined in Appendix A,
is simply to compare the angles of (Xk-1’ yk_]) and (xk,yk) and if their
difference is less than m/2, decide that the two transmitted phases, a, _; and

a) > were the same; otherwise, decide that o _; and a, differ by m radians.

From a symmetry argument, it can be seen that the Pe/bit can be calculated

from the particular case where a, 1 = a,. There are three situations which

must be considered:

(i) Ck_1 = Ck = ] and Bk_] = Bk

(11) Ck_-] = Ck 1 and Bk_] f Bk

(iif) €y = 0, ¢ = lTorc q= 1, Cy = 0.



We now obtain the Pe for each as follows:
Case (i) For this case, the Pe is the same as derived in Arthurs and Dym [2]
or Stein [3] except that signal-to-noise ratio is replaced by

Rf(e) and an averaging is taken with respect to 6 (see Figure 1(a)).

1 T -ﬁ—(1+2pcose+p2)
Pe,"i:—}-j_ﬂ?e 0 de
1 -ﬁ—“*'pz) E

Case (ii) In this case, the derivation of Pe is somewhat complicated since
we have 8, , = 8, * m. The pertinent figure is Figure 1(b). For a
given value of ¢k and ek, the Pe is the probability that the projection
of the additive gaussian noise along the reference phase axis is greater

than d (see Figure 1(b)), that is,

oo 2

Perror|g,,0,) = —— [ TR (26)
error qb ,0 = e X
S Y
R_(6,) cos(o) + vy + u5)
where
b = tan| — °10 % (27a)
1 1 + p cos Eh
and
R Bl i (27b)
2 1 - p cos 6y

10



(a)

(b)

Fig. 1.

| 2.,1/2
2,= JE[1+2pcos8+p ]
/2
E d=\/é[‘l*2pcose+p2] / cos®

case 1

d= JE[1~2Pcos9+p2]1/2cos(¢*\l/1+\PZ )
2,= VE[1+2 pc039+p2]]/2

12=JE[ 1-2pcos 9+P2]‘/2

_ -1 sin8
¥, =tan T+pcosd

- -1 psinO
¥p=tan 1-pcos®

case 2

DPSK, signal with energy E, jamming with energy p2E.

1




Rather than trying to simplify this equation, we can turn to the results

of Stein [3,4] where he derives the error expression which corresponds to

P(error}ek) = %—[] - Q(Vb, Ja) + o(Va, Vb)] ’ (28)
where

Rz(e ) + Rz(e
{g’fL]? = 2 —t ; R+(ek) R—(ek) COS(IP] + wz) 3 (29)

where the minus sign corresponds to a and the plus to b. We obtain for

the cosine

2 2 2
RE(6,) + R°(8,) - 4p°E/N
_ +k -7k 0
cos(¥; +v,) = 2R (5, R_(5,) s (30)

which yields

2
2p°E 2E
= —ﬁ——- and b =++— . (31)

a
0 No

The P(error]ek) is independent of 8y > SO Pe‘ii becomes

?

-1 /2 /
Pe,~H - ?[‘ - Q< ﬁ': o] %’(E)_)'{' QG\/—‘%a \/%%)J > (32)

which together with (25) yields for DABS-1ike interference

12



E

1 %F \/g 2E 'ET“‘LQZ)
A o (VB B el o

Case (iii)

Since it is irrelevent which pulse is used for the reference signal
and which for the information signal, we can assume that Cp = 0, and
Coq = 1. For this situation

JE(1 + p cos ek)
by = 0 and  cos by = R+(ek) ’

so that a and b become

E 2 E(4 + 4 p cos ek + 02)
a = ——N—— and b = N s
0 0
yielding
v E(4 + 4 2) /
_ 1 1 t4pcos 6+ p L
Pe,iii =7 [] B Tr] Q<\/ 2N, ’ \/ 2N >de
=T
m
F [ [E E(4+4 pcos 8+ p2) do
wf P \/ 2y’ 2N,
- (34)



The optimum decision criterion derived in Appendix A is not optimum for ATCRBS
interference. In the case of two adjacent pulses garbled by a single ATCRBS
pulse, we always have Bk-] = By whereas for the situation in Appendix A, this

is true only half the time while g _, = g * m is true the other half.

4.  INCOHERENT FSK

Third and finally, we consider incoherent FSK. We must differentiate between
DABS-1ike interference and ATCRBS interference, since for the former the inter-
fering signal will be at one of the two pertinent FSK frequencies while for the
latter it will be at the ATCRBS frequency. We consider first DABS-like inter-

ference. The received signal is of the form

ﬂV[%E Leos(wyt + oq) + p ¢ coslunt + 8) + o(1 - c) coslwyt + 8)]

k=1,2 (35)

r (t)

where ¢ = 0 on 1 depending on whether the interfering signal is of frequency
wy OF wy. We may assume for purposes of calculating the Pe that k = 1. The

maximum 1ikelihood estimate demodulator [1] yields from (6a) and (6b)

\/E(l +2 ¢cpcos 6+ c? pz) €os ¢7 *+ nq (36a)

x
—
i}

vy = -\/5(1 +2copcos 8+ c?p?) sin b1 * Ny (36b)

14




and

X, = p(1 - c) JE cos o + N, : (37a)

¥, = -p(1 - c) VE sin ORLPE (37b)

where it has been assumed that Wy and w, are chosen so that no crosstalk exists
and that Nk and nyk are independent zero mean gaussian random variables with

variance NO/2. If we let

Ny | No
Xk Vi 7 COS Y, and Yy = " ?—-sin Yy

then the probability density function of Vi is (see Arthurs and Dym [2],

p. 356)

, —%[\/12+%£(1+2cpcose+c2p2)}

p(v]le) = vy e 0 _

. (38)
. 2E 2 2
x I, {v T (1 +2cpcos68+cp )) ;
0 < 1 NO

and

{v§+92%~(1-6)

1 2}
2
p(v2) =v, e 0 IO(%Z p\d/%g-[1 - c]) , (39)

where 0 is uniformly distributed. The joint density function of vy and Vos

given hypothesis H], that frequency Wy was transmitted, is

15




p(v], vzlc,p,H]) =

-% v? + ﬁg-(l + C2p2) T %E-p Cc cos 8
e 0 1-]~ e O Ifv gg(] +2¢pcos g+ cl 2)" dog
V1 on o\"1\/ N, P P
- %{vg + o? %E-(l - c)z}
XV, e 0 IO(’ZQ %S— [n - c]> . (40)

The joint density function of v, and v,, given H,, is identical to (40) except
] 2 2 -

that vy and v, are interchanged and ¢ is replaced by 1 - c.

The optimum decision criterion is determined from the likelihood ratio, A(p),

which, for the case where the two values of ¢ are equally probably, is

i p(v1,v210,o,H2) + D(v],v2|1,p,H2)

/
= 1
PIvysv,[ 0spsHy )+ plve,vy[ Top,Hy) (41)

A(p)

We define F(a,b) by

o - 1o ) ol
0<§ Ny/ 0 P Ny
2F

E
-p N -pw cos 6

™ .
te 0 %E-/” IO<%\¢[%E(] +2pcos 6 + p2i>e 0 . do,

(42)

0

16




then, A(p) can be expressed in terms of F(v], vz) by

F(v,, vq)
P F (v], v25 _ (42)

Clearly for Vo = vy, we have
Ap) =1, (43)

Since IO(x) is monotonic increasing in x, then with p < 1,we have for

v, > vy that A (p) > 1 and for v, < Vq that A (p) < 1 so that

vy >V, choose hypothesis H2

vy < v] choose hypothesis H]

is the optimum receiver for eqUa11y 1ikely hypothesis.

The Pe is calculated from

P =

TSP o

o~ 8

Using (40), we have two cases

17




Case (i), ¢ =1

Pe,1 -
% 2E 2 :
m - = +=—=(1+2,c0s8 +p ﬂ
1 2[V1 N P 'WJ[ZE 1+2pcosH +p°)
ﬁf"le 0 Io(vy" NO( P )
0 - '
v2
_2
X fvz e ’ d d vy )
iy 11 2 . 2 2 1’
me® - =lv. e+ 551 +2p cos 8 +p°) —7?—
=L”v]e 2[‘ No ] ]'\/ (1+2pcose+p)) dv,de
M
-t 0
T e ll“z ﬁE(1 +2p cos® +p )] - >
1 (1,2 0 7\[_ + 22
= fﬁ'f sjue IO(“‘_ NO(] +2p cosH t+tp )) u do
iy 0 . .
" 6 + 2)
1 1 - ———-(1 + 2 p cos 0
=——f— d6
L 2
=T
E
-3 (1 +07)
1T e £ (45)

18



.Case (ii), ¢ =0

Pe,i1 -

°° 12 2 o 1. 2, 22 .

[ v e zln” No] (v, %)]vz e 22"+ No>10(v2 p'\/f,z)dvz dv,

0 vy 0.
o 12 2E - p

=j" vy e (2 vi t NQ> IO(Vl %%—)Q(p‘b/%§3 v]) dv, (46)
0

From Appendix A of Schwartz, Bennett, and Stein, [4] we have the result that

(46) is equivalent to

Po.ii = ‘?[1 - Q(‘\/E—;—, p‘\/—ﬁ%% Q(o’\/_%, \/?0)] : (47)

The Pe for DABS-Tike interference is therefore,

P, = %{1 - Q(“V[Eg; pﬂv/§%>+ Q(QWV[E;,x\/—%g) + e—

I

=

E 2
sr—(1 + p%)
2N0

(48)

As mentioned above, ATCRBS interference is different from the DABS-1ike inter-
ference mainly because it occurs at frequencies other than wy and Wy - In this

case, the received waveform is of the form, assuming frequency w; Ts transmitted,

r(t) =\ & cos(wyt + a) + p\fE cos(ut + g) + n(t) (49)

19




where w is the frequency of the interfering signal. Demodd]ating by means

of (6a) and (6b), we obtain

\fE.cos a + p\/Ekc] cos g - d] sin g) + L

x
—
1l

y1 = -\/E sin g - p\/Eic] sin g + d1 cos g) + ny] ,

and
Xy = pVE (c2 cos B - d, sin R) tn,,

where

: sin(w - wk) T
%k T o - wk) T ’

1 - cos(w - wk) T
k—- (w’wk)T ’

and Nyk nyk are independent zero mean gaussian random variables with

variance N0/2.

The joint probability of X and ¥y given B is

20

(50a)

(50b)

(51a)

(51b)

(52a)

(52b)



’%? + y% - ZprEix]a - y]b) + E(1 + p2 514

0
2
VX]Z + .Y'l - ZQVE_(X]a = .Y]b) + 02 E E] V-E—
X IO ] (53)
N0/2
where
a = cy Cos B - d] sin g, (54a)
b = C sin g + d] cos B, - (54b)
and
2[1 - cos(w - w,) T]
e =2 4 d2 = K ) (55)
k k k ?2 42
(0 - “’k) T

These equations are very c;mbersome, so we shall simplify by assuming the term
2DVE(MG"ﬁb) ,
is negligible relative to the term

2. 2. 2
Wy te Bep,

21




and drop the former in the IO term. We therefore, obtain

1 2 2 N 2
1 - N"O IX] + y] - 20 E(X]a = .y]b) + EU + p E]]
p(xysy118) * y

2. 2. 2
<\A1+y1+pE€1 VE) (56)

N0/2

X I0

Since B is uniformly distributed, we further obtain -

gtz )
p(xysyq) ¥ e 0

3 _
ﬁ/ 2 2 Eet 2 2 2 2E
X IO< Xy *y¥] e Ny > IO<-\/X] +yyt el Eg N—O>

(57)

Now, we let
VR s Vie
=V V3o €0s vy and Y = Vg Vo sin oy,

substitute for X1 and 2 in (57), and integrate out 0

Xk

- - 1IN+ 2B 4 p%e )|
(vq) = v, e Lt NO 1 I~1(v 2E I N2 + 2E 2E
PV 1 o-1pVN0€1 0 1 7P g N

(58)

22



Similarly, the density of v2 is derived

p(v2) =V, e

The probability of error, p

P ...
e,iii

5. Pe/b1t

In the case
of E/N0 for

Voo in (21)

0

- l V2 + 2_E_ ng '

2\ 2 N0 2 2E

IglvoP Na-sz (59)
e,ifi? 18

= [ /' p(v2 > v]) dv2 dv]‘

0 v]
=] [ ptvy) ety dv, dvq (60)

0 V1

o %<\)2 ! %ﬂ ' p281}> A [2E [ T
~f v e Io<yp N—O- €] IO<\/\) + p'Ef':] Na>

- /ZE '
X Q(% Na 52,v> dv

Vs E/N0

of DABS-1ike interference, Pe/bit has been calculated for a range
each of the modulation schemes. Two values for the PAM parameter,

have been used. One of the values is simple

23




and the other is the optimum Vo obtained by solving (10) w{th P20=P2]=%-.

The results are presented in Figure 2. Two values of p are used, namely p= 0
cand 0=0.2. It is seen that PAM is affected to a significantly greater degree
than the other two modulation techniques. Using the optimum value for‘v0 does

not significantly improve the results obtained using

Figures 3 and 4 show curves of Pe/bit vs p with E/N0 = 16 dB and 24.77 dB,
respectively, for all three modulation schemes. In Figure 5 is plotted E/N0
vs P necessary to achieve a Pe of 10'3. We note that there is a gap between
the PAM curve and the other two curves. This gap persists for different

values of E/NO. If the probability of o being in the range of the gap is

significant, then there is a distinct advantage of DPSK or FSK to PAM.

6.  CONCLUSIONS

In the above results, the maximum-Tikelihood estimation demodulator [1] and
optimum decision criterion in an interference environment has been used. A
comparison of the modulation techniques shows the optimum PAM scheme to be
significantly more vulnerable to interference than the other two sthemes.
However, PAM cannot be summarily dismissed because of the many other aspects

of the DABS 1ink characteristics. The fixed threshold PAM-demodulators usually

referred to with reference to Tow cost, exhibit approximately 8 dB poorer

24




PROBABILITY OF ERROR
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Fig. 2. P, Vs E/NO forp=0.0and p=0.2.
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PROBABILITY OF ERROR
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18-4-13668

b
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-20

-16 -12 -8 -4
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Fig. 3. Pe vs p for E/N0 = 16.02 dB.
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PROBABILITY OF ERROR/BIT

1073

0%

16

Fig. 4. P Vvsp for E/NO = 24,77 dB.
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Fig. 5. Signal-to-noise ratio, E/NO, necessary fo maintain Pe =10 "~ vsp.
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signal-to-noise ratio performance than the optimum receiver analyzed here.
FSK utilizes more bandwidth per bit than either PAM or DPSK, and transmitters

are not easily implemented.

DPSK clearly has a performance advantage over both PAM and FSK from a
theoretical point of view but it remains to be seen how economically it can

be implemented.

The Pe/bit expressions developed here can now be used to determine Pe/message-
block in ATCRBS or DABS interference. Assumptions must be made as to bit rate,
message length, and interference model. Fer each set of assumed conditions,

a Pe/block can be determined.
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APPENDIX A
THE OPTIMUM DPSK RECEIVER

The details of determining the optimum DPSK receiver are presented here.

We begin with the joint density of Vs and ¢i’ given by A & D, Eq. 74, p. 351

1 2 2
i —m ;T - 2vy R () cos gp * Ry (8)}

p(‘bi’vi 039) = ’2‘,"T‘e '

<

We have two equally probable situations for multipath ref]ection interference.
In the first, the phase relationship between the two reflected pulses is the
same as the relationship between the two information pulses and in the second,

they differ by w radians. Therefore we have

p(¢],¢2,V1,V2 Q:esHO) =

1
Vv, - ={v,° - 2v, R.(B) cos ¢, + R_(0)} 1,2 2
l—[—l-e 21 1t T 0+ v, - §{V2 -2, R (6) cos ¢, + R, (6)}
2| 2w 5 &
2m
1., 2 2 1y, 2 2
LY ozt s 2 vy Rle) cos oy R, )y vp -3tV - 2 VoR_(6) cos ¢y + R_"(0)}
2m 2m

Defining A as

b=t 4

30



we obtain

p(A,¢],V],V2 D’e’HO)

- %.{qu - 2 vy R, (8) cos ¢ + R+2(6)}

v
1
o @

N~

2

2
5 (

6)}

ﬁﬂ:ﬂ

1 2 2
v e—-i {v, —2v2R+(e)cos(A+¢])+R+ (e)}+ Xg.e— Vo =2v,R_(8)cos (ateq )+R_
2n

x
N
Plns

and similarly we obtain

p(Aad)] ,V‘I 3V2 p:eaH])

L R A N

2
2 "1 1 +( (

9) cos o1 + R, 6)}

\
1a
T2 2n €

—— e + —e
X 2n

v, - 32-{v22+2v2R+(e)cos(A+q>])+R+2(e)} Vo - ]7{"2 +2v2R_(6)COS(A+¢])+R_2(8)}J
27

The 1ikelihood ratio p (A, Vis Voo p) is
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A(A,v],vz,p)

T %{R+2(9)-2V]R+(6)COS ¢]}[e- %{R+2(e)+2v2R+(e)(c05A cos¢;-sina sing;)}

I

- =T
- %{R_2(6)+2v2R_(e)(COSA oS¢y -sinA sin¢])}]
+e . " dg,do
‘; j;e_ %{R+2(e)-2v]R+(e)cos¢]qé— %{R+2(e)+2V2R+(e)[éOS(A+ﬂ)COS¢]-SinA sing, 1}
-m =T

- %ﬂR_z(e)’szR;(e)[cos(A+n)cos¢]—sinA sin¢1]q
+ e d¢]de
where in the denominator we have used the following:
sin{a+r) sing = sina sin(-¢)
and replaced -¢ by ¢;.
We see that when -m/2 < A < /2 then cos & is greater than zero and
cos (p+m) less than zero so A< 1 while for A >a/2 or A -<-w/23cos A< 1 and

cos (a+m) > 1 so that A > 1 independent of v,,'v,, R, and R_.

In the case of ATCRBS interference where only a single pulse is interfered

with, we have
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[

p(A,d>],v],v2 058,H,)

N,L—'

_1
" or © 2m

2 2 1 2 E E
vq -2v]R+(e)+R+ (e)}xg_e— ?{VZ '2V21\/%g cos(A+¢])+ Na }

and becomes

l\)l_L—‘

o R 2(6)-2V R, (8)cosd } [ - TE 4oy E F(cosd coséy-sind sing,)}
f/e + 1R+ de[e 2N, 2\/N0 1 1 ]d¢1
- =T

o %{R+2(e)—2v]R (8 )cos¢1 de[ zﬁ——+2v “\/%%5cos(A+n)cos¢]—s1nA s1n¢ )}]d
A ¢]

The receiver is the same as before.
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