FAA-RD-74-123

Project Report
ATC-28

A Simulation of the DABS Sensor for
Evaluating Reply Processor Performance

R. J. McAulay
V. Vitto

16 September 1974

Lincoln Laboratory

MASSACHUSETTS INSTITUTE OF TECHNOLOGY
LEXINGTON, MASSACHUSETTS

Prepared for the Federal Aviation Administration,
Washington, D.C. 20591

This document is available to the public through
the National Technical Information Service,
Springfield, VA 22161



This document is disseminated under the sponsorship of the Department
of Transportation in the interest of information exchange. The United
States Government assumes no liability for its contents or use thereof.



I. INTRODUCTION

In the design of an upgraded sensor for the third generation Air Traffic
Control system many options are available ranging from antenna pattern de-
sign to a variety of signal processing techniques. One of the major difficulties
confronted by the designer is to determine which of these options provides the
most cost-effective solution to the problem of providing valid target detection,
reliable data transfer and monopulse azimuth estimation in the context of the
Discrete Address Beacon System (DABS). One of the most severe problems
which the sensor must be able to deal with is the interference that will be
generated by the present-day Air Traffic Control Radar Beacon System
(ATCRBS) with which the DABS system will have to coexist during the tran-
sition period. Since detailed analysis of the cumulative effect of this inter-
ference on the performance of a DABS sensor is difficult, it was necessary
to develop a computer simulation program for both the sensor functions and
the interference background.

This report describes the elements of a simulation program that was
designed to perform a realistic evaluation of a variety of reply processing
techniques, antenna design parameters and receiver characteristics for a
DABS sensor. The reply processing techniques are limited to the generation
of information bit and monopulse off-boresight azimuth estimates for DABS
downlink messages. The report describes the detailed characteristics of
two elements of the simulation program; the data generator and reply processor,
and the high degree of versatility incorporated within these elements to allow
for a great many performance tradeoff studies,

in addition, a model of the fruit environment expected to be observed
by a DABS sensor located in the NAFEC area in 1980 is presented. This
model is used, along with some typical simulation results for a particular
reply processor configuration operating in that fruit environment to show how

future DABS sensor performance can be predicted and suitable designs chosen,



II. SIMULATION PROGRAM
In order to perform systems studies of the performance of a DABS
sensor using projected estimates of the ATCRBS interference environment
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uter simulation be developed of the
DABS sensor hardware, of the DABS reply processor, and of the target and
interference signals that would be processed by the sensor. In this section
a brief description of the simulation program will be given to show that
realistic measures of performance can be obtained. The block diagram in
Fig. 2.1 illustrates the essential features of the program. The individual

blocks will now be described.

DABS Waveform Generator

It has been established [1] that the DABS downlink waveforms are to
be made up of a 16 chip preamble and either 56 or 112 bit messages usihg
0.5 ysec chips. A typical waveform is shown in Fig. 2.2. Each message
bit is encoded into two chips using delay and complement co
DABS waveform consists of either 128, or 240 chips. In the simulation pro-
gram the message bits can be set to correspond to the all ""one's'' condition
or they can be randomized with 2 one and a zero bit being equally likely. In
practice the DABS message bits are parity encoded [1}. The efficacy of this
coding algorithm can be evaluated by applying it to the above sequence of

message bits. The DABS signal-to-noise ratio (SNR) and azimuth are read

into the program as parameters. Using the given value of the SNR, the

the =

prior to the antenna is computed.. Then using the
DABS azimuth and the antenna pattern subroutine, which will be described
later, the DABS signal amplitude at the outputs of the antenna ports can be

obtained.

ATCRBS Waveform Generator

At the same time that a DABS waveform is received there may be one

or more overlapping ATCRBS replies. In the simulation program these are
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Fig., 2.1. Simulation program block diagram.
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specified in terms of 15 bit messages where each bit is a .45 usec pulse,

as shown in Fig. 2.2b. Except for the Fl and ¥F2 pulses which are always on,
and the X pulse, which is always off, the remaining pulses in the message
can be randomized. In all of the results repor
were turned on to represent a worst case situation,

As in the DABS waveform case, the ATCRBS waveform characterization
is completely specified by the signal amplitude, azimuth and arrival time,
These parameters must be chosen according to models for the ATCRBS fruit
environment. These will be discussed in greater detail in the next section
but for the moment, suffice it to say that an ATCRBS signal amplitude, azi-
muth and time of arrival can be chosen in a probabilistic way from models

for the hence the waveform before and after antenna filtering

can be completely specified.

Antenna Pattern Processing

Since the goal of the simulation program was to perform sensor
parameter tradeoff studies, it was necessary to charactérize the antenna
patterns in a parametric way. For example, one important tradeoff study
is the exploration of the effects of varying the sidelobe level while keeping a
fixed beamwidth. Fortunately, the Taylor Pattern Illumination Functions [2]
can be specified in such a way to permit this type of tradeoff study. In
Fig. 2.3 we have illustrated typical even and odd antenna patterns designed
to achieve -26 dB sidelobe levels. The omni antenna pattern model is also
has been generailized to allow for modelling of hardware errors in the ampli-
tude and phase taper illumination functions, although this option was rarely
used in the actual simulation runs.

Data Generator

This program is the heart of the simulation as it takes the DABS and

ATCRBS message specifications and forms sampled-data sequences which

n
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correspond to the four essential hardware outputs of the DABS sensor: log
sum, log omni, angle channel and interference channel. These quantities
are defined in the following way: the signals at the output of the sum, dif-

ference and omni antennas at any particular sampling point, the kth say, are

given by
) = jo
= -1
T (k) Ae SGz(es) +121:=l A e mGE(em) *ng (; )
AR = A_&P G (6 )+§:/I A_ MG (5 )+n (2-2)
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The definition of the parameters in these equations are the following:

1. As and es represent the DABS amplitude and azimuth. These are
specified input parameters.

2, Pg represents the DABS phase., From pulse to pulse within a reply,
this is an independent uniformly distributed random variable on
(0, 2m). From sample to sample within a pulse this phase can be
made to increase or decrease linearly to represent a fixed frequency
offset with respect to 1090 MHaz.

3. Go(8), G,

and omni antenna beam patterns respectively.

(8), Go(e) represent the attenuation due to the sum, differencs

4, ' Am, Bm and P represent the amplitude, azimuth and phase for the
mth of M ATCRBS replies, These quantities are chosen probabilistically

using models for the projected ATCRBS fruit environments. It should



be noted that Am and 0, are random from reply to reply, but
ohce picked, are constant throughout the reply.

nE, nA and nO represent the additive white Gaussian noise samples
due to the front end of the mixer preamplifier of the sum, difference
and omni antenna channels. When we use the term signal-to-noise

ratio (SNR}, we are referring to the quantity Asz/zcr2 where

EMERNE

All of these parameters are brought together in the data generator
subroutine to form the simulated sampled data RF signals T(k), A(k) and 9(k).
As in the real-world version of the DABS sensor, these signals are first fil-
tered at RF, thereby rendering the DABS and ATCRBS waveforms sequerfces
of non-square pulses. In the simulation this is accomplished using a first
order filter. Letting y(k) denote the sum, difference or omni signals at

time k, then

vk +1) = x(tk + 1) {(2-4)
where
x(k+ 1) = ax(k) + (1 — a) y(k)
x%(0) = 0 (2-5)

a = exp (fc'I‘}

where fc is the bandwidth of the filter and T is the time between samples.
Typically we use the values fc = 10 MHz and T = .1 usec, where the latter

quantity corresponds to a 10 MHz sampling rate.
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Logarithmic Amplification

At this point the DABS sensor hardware has generated filtered versions

of the sum, difference and omuni RF signals. From a practical point of view

he dvnami
he dynami

o

nge variations of these signals can be quite large and it is
necessary to perform further hardware processing before the A/D conversion
can be performed. These additional operations result in the four channel
outputs: log-sum, log-omni, angle and interference. The log-sum and log~
omni channel outputs, denoted by yz(k) and yo(k), respectively, are obtained
by passing the signals* |Z(k) | and [O(k) | through log-amplifiers. The
characteristic used in the simulation is shown in Fig. 2.4. In general, for

a log-amplifier of D dB dynamic range and Vmax maximum output voltage,

the characteristic is given by

5 ax 0= x =1
y = logx = D/20 (2-62)
U af1 + Ln(x)] 1< xS 10
where
Vv
a = Dmax (2-6b)
1 +~£6 In 10

In the simulation program we let Vmax = 3 volts and D = 80 dB resulting in
a = .29382. '

Azimuth Estimation and Interference Detection

The angle channel output represents the signal from which the azimuth

[nad

o be derived. In hardware it is obtained by making a phase com-

estimate is

parison of the signals % (k} I jA(k). In other words, if

Ta ry v

% We now let £(k), A(k) and 0(k) denote the filtered versions of th
difference and omni signals.
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a(k) = arg [S(k) + jAK)] — arg [E(K) — jAK)] (2-7)

then the outputs of the phase comparators are

yc(k) CO8 a(k)_ (2-8a)

ys(k) sin « (k) : (2-8b)

which provides enough information to permit an unambiguous azimuth estimate
over the entire width of the antenna's mainbeam.
The interference channel output, which is used to indicate the presence

of more than one signal in the receiver [3, 4], is given by Vi where
y k) = log | Z(k) +jA(K) | ~log | B(k)~ jAK) | (2-9)

The log amplifiers used to generate Y1 have the same characteristics that
were described previously.

Since all of the processing in the DABS sensor is to be done using
digital hardware, the above signals are quantized to represent the effects of
A/D conversion. Finally the azimuth estimate, 8, is generated using
the quantized versions of yc(k) and Ys(k) according to the maximum likelihood

algorithm [ 5]

G, (®)

S - tan [ (k)/2] (2-10)
=

where a(k) is given by (2-7) and GA(G)/GE(G) represents the normalized

difference pattern., Using the half-angle formula, this becomes

GA®  gin e Vg (k)

G~ 1+cos a(k) ] Py (2-11)




where the approximation indicates a negligible loss in accuracy due to the
A/D quantization., The estimate is found using a table look-up for stored
values of the normalized difference pattern.

At this point the simulation program would have completed a single
trial. A plot of the output of a typical trial for the log sum (amplitude) and
Re (azimuth) channel outputs is shown in Fig. 2.5 for a portion of a DABS
reply whose message is overlapped by a stronger ATCRBS reply. Figure
2.5a shows the idealized DABS ahd ATCRBS waveforms. Figure 2.5b repre-
sents the resultant composite waveform that would appear at the output of
the log sum channel. This waveform incorporates the effects of antenna
attenuation, IF mixer preamplifier noise, IF filtering, logarithmic amplifi-
cation and A/D conversion at a 10 MHz rate. The scale is adjusted so that
the minimum trig.ger level (MTL) is set to correspond to a 12 dB SNR. In

s a 20 dB SNR. Figure 2

20dB S Figure

5¢ shows the angle

channel data for a 2 MHz sampling rate. This corresponds to samples taken
in the center of each of the DABS chips. There are clearly two populations
of azimuth estimates, one corresponding to the DABS target, the other to the
ATCRBS reply. It is the goal of the reply processor to try to separate the
two populations so that the DABS azimuth will be estimated on the basis of
ATCRBS-interference-free data.

In other words, data would have been obtained for a single set of
values for the DABS and ATCRBS amplitudes and azimuths, for the DABS
and ATCRBS carrier phases and for the preamplifier noises. Since these are
random variables drawn from statistical distributions, data for many such
trials must be obtained. This is done by looping bac
generator so that a different set of amplitudes, azimuths and arrival times

can be drawn from the fruit model and repeating the entire procedure.

ot
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Ultimately a data tape is generated that représents many configurations of
interfering and signalling situations. These stored data are then used as
input to the DABS reply processor where independent design parameter
trade-off studies can be ma;de. The algorithm for the reply processor will
be discussed in a subsequent section, while in the next section the fruit

models, from which the ATCRBS waveform parameters are selected, will

be described.
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III. ATCRBS FRUIT MODELS

In the last section we described the computer program that generated
sampled data waveform sequences which represented typical DABS reply
waveforms in a background of receiver noise and interference. Initiation
of a specific trial required the selection of amplitudes, azimuths and times
of arrival for the overlapping ATCRBS interference. In this section we shall
describe the fruit models from which these random variables are chosen.

Time of Arrival

Let us use T to denote the length of a DABS reply in microseconds,
where T = 64 or 120 usec depending on whether a short or long message is

transmitted. If tO denotes the time of arrival of the leading edge of the first

pulse in the DABS preamble, then an ATCRBS reply will be a potential source
of interference whenever the leading edge of the Fl pulse lies in the interval

(t. —20.3, t. + T). For convenience we chose our time scale so that
0

0
tO = 20.3 usec and then pick the leading edge of the Fl pulses of the ATCRBS
replies to be uniformly distributed random variables in the interval

(0, T +20.3).

Angle of Arrival

Since the DABS targets of interest are always located within the
mainbeam of a highly directional antenna, the effects of the ATCRBS inter-
ference will be radically different depending on whether the interferer is
located within the mainbeam or the sidelobe. The reason for this is the sig-l
nificant attenuation that the ATCRBS signal undergoes when it is received
in the sidelobes of the antenna pattern., Therefore, it is reasonable to de-
scribe the ATCRBS azimuth by a two step distribution as shown in Fig, 3, 1.

In the figure, 8 represents the 20 dB beamwidth of the antenna's mainbeam,

20
p and q represent the ordinates of the mainbeam and sidelobe distribution.

It is convenient to introduce the notion of a mainbeam peaking factor 5 = p/q

17



which measures the predominance of mainbeam fruit, For example, if the
aircraft are equally likely to be located at any particular azimuth, then the
azimuth distribution is uniform and we set p=q, or 1 =1, There may be
situations, however, where there may be more aircraft per beamwidth in a
certain direction; for example, when an interrogator sweeps past a distant
airport. To model this situation we simply increase the peaking factor by
some appropriate amount, Given a peaking factor, it is relatively easy to
show that the probability that any particular fruit reply originated from -

within the mainbeam of the antenna is given by

7820,

Pmb = 360 + azotn'—l) (3-1),

In'Fig. 3.1 values of n and Prb have been tabulated for an antenna having
-26 dB peak sidelobes,--4o 3 dB beamwidth and 8, 46° 20 dB beamwidth.
Hence, in order to generate an ATCRBS azimuth, one first draws a sample
from a binomial distribution with events "mainbeam'' or "sidelche' where
the probability that the event "mainbeam'' occurs is P.h given by (3-1), "If
the event ''mainbeam' occurs, then we draw the actual ATCRBE azimuth
from a uniform distribution_ on the interval (—.5 920, .5 920). On the other
hand, if the event "sidelobe'' occurs, then the ATCRBS azimuth is drawn
from another uniform distribution on the intervals (— 180, —. 5 920)

(58,4

obtained conditioned on a given number of mainbeam and sidelobe fruits and

180), In the actual implementation of the simulation, results were

the binomial weighting applied later. This aspect of the study will be dis-

cussed in greater detail in a later section.
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ATCRBS Amplitude

In the analysis of measured fruit statistics, a model for the ATCRBS
amplitudes has evolved that corresponds reasonably well to the observed

data. For convenience, we express the ATCRE. nplitude in terms of its

>
=
O
prs
0
wn
P

3

corresponding signal-to-noise ratio which we denote by SNR. The probabil -

istic model for the SNR is given by the rule
SNR = SNR_. —20log, U (3-2)

where SNRmin is a minimum expected SNR corresponding to a minimum
power transponder at maximum range and where U is a uniformly distributed

random variable on (0

-~ = NEF

1), It is then easy to show that the probability dis -

tribution function of the SNR is

=
w
2
S
3
2

| — 105NRmin —4)/20 ¥ = SNRpmin

Pr {SNR £ {} = (3-3)
0 otherwise

This is illustrated by the dashed line in Fig. 3.2 where we have set SNRmin

equal to 32 dB, The scale is adjusted so that 10 dB SNR corresponds to a
received power level of — 85 dBm. Since
prior to the antenna, it is of interest to show the effects of antenna processing.
it is easy to see that if SNR0 refers to the SNR at the output of the antenna, )
and SNRi the SNR at the input, then

2
SNR, = SNR, +10log,, ]Gz(e) 1 (3-4)

Restricting the ATCRBS azimuths to be either mainbeam or sidelobe and

using our trial antenna pattern, we empirically determined the distribution

e mr—an gy
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of SNR's due to mainbeam and sidelobe fruit. These results are also
illustrated in Fig. 3.2 and can be used to determine the probability that
sidelobe fruit will exceed minimum threshold level (MTL), PSL)' This can
be done by computing the area under the tail of the relative frequency curve

that lies above the MTL. For this case it turns out that PSL = .15, hence of

all of the omni fruits that are being received in the sidelobes of the antenna,

exceed the minimum threshold level.

Summarizing the preceding results we see that for each ATCRBS fruit
we pick an arrival time at random to guarantee an overlap with the DABS
waveform. All of the ATCRBS pulses are then turned on, except for the X
pulse and the amplitude of the pulses is given by

A =+~2 g 1031\”':"/20 (3-5)

where the SNR in dB is chosen according to {3-2), The ATCRBS azimuth is
then chosen uniformly within the antenna 20 dB beamwidth if the particular
fruit in question is mainbeam or from the entire 360° interval less the 20 dB
beamwidth otherwise. This azimuth parameter is then used to obtain the gains
of the sum and difference antenna patterns which in turn modulate the ATCRBS
amplitude given in (3. 5), Using the fruit models in the simulation program
described in the preceding section, we are now able to generate data tapes,
which, after sufficiently many trials, should produce a large variety of
DABS-ATCRBS interference conditions from which meaningful processor

performance statistics can be evaluated. In the next section the DARS ‘reply

processor and its associated performance statistics will be described.

I
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IV, THE REPLY PROCESSING ALGORITHM
The purpose of the simulation program described in Section II is to

generate a data tape containing the sample by sample amplitude, monopulse

muth, interference and omnidirectional channel outputs for each of a
multiplicity of replies for a fixed set of parameters which define the charac-
teristics of the antenna, receiver, A/D conversion and DABS signal charac-
teristics. The second aspect of the program is to use these data to evaluate
the performance of a variety of signal processing options to determine a
cost-effective processor that can reliably decode the DABS message and
estimate the aircraft's azimuth. By simulating the various reply processing
algorithms in software a great many options can be examined in considerable
detail. In this section one class of reply processing algorithm will be
described that makes use of amplitude and azimuth consistency checks
derived from the preamble. The object is to illustrate the rnethodolog.y that
can be used to analyze and predict the DABS

fruit environments.

Preamble Processing

For each DABS reply to be processed it is assumed that the preamble
has been detected since the performance of the preamble detector has been
explored in detail elsewhere [6], An estimate of the reference amplitude and
azimuth are derived from the preamble by examining the four pulses that
make up the preamble and comparing the amplitude and azimuth estimates O.f
the first and fourth, first and second, second and third and third and fourth
preamble pulses. In practice, this is done by sampling the preamble at a
10 MHz rate, determining the location of the pulse edges and then taking the

a1

sample that corresponded to the middle of the pulse. In the simulatior

n pro-
gram the locations of the pulse edges are assumed known so that the ''middle"
samples, which occur at a 2 MHz rate, can be examined directly. The

amplitudes and azimuths determined from the middle sample on each pulse

| ¥]
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are required to correlate within specified confidence intervals defined by the
program input parameters. The reference amplitude is obtained by averaging
the amplitude samples for the pair of pulses that correlate and have minimum °
amplitude [6]. If azimuth correlation also occurs on the selected puise pair,
then the average azimuth value determines the preamble reference azimuth

If an amplitude or azimuth reference cannot be obtained from the
preamble, the condition is flagged and a more conservative reply processing
strategy is followed.

Chip Decoding

The amplitude and azimuth preamble estimates, so derived, are then
used as references to establish confidence intervals for decoding the estimates
fhat are obtained for the remaining chips within the DABS message field. If
an amplitude estimate on some 'c'hip is above MTL but outside of the established
confidence interval, then it is likely due to an interference pulse and can be
flagged as a one chip with low confidence. The azimuth confidence window
can be used in the same way. Therefore, if two chips for a particular bit
are detected above MTL, then a potential ambiguity occurs because the first
level decoder must declare a one-one chip situation when only zero-one or
one-zero are allowed by the delay-and-complement encoding procedure. The
conflict can be resolved by examining the confidence flags, since if inter-
ference is present it is likely to be outside the amplitude and/or azimuth
confidence windows and the low confidence bit will be set. Then the one-one
chip situation, can be deciphered as a one-zero if the low confidence bit is
set on the second chip and zero-one otherwise.

In the general case, an interference bit (IC) is set for all chips declared
above the threshold by examining the middle sample of the chip of the ampli-
tude, azimuth, interference and omnidirectional signals. A failure to
correlate the present value of amplitude and azimuth with the preamble

estimates results in an interference flag setting of IC = 1 indicating the
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presence of interference. In addition, if the interference channel indicates
the presence of sidelobe interference, then Ic is also set to 1. Computationally

these conditions are written as:

| log [E|-"Ap| > )to

18— | > A,
" p| 1

(4-1)
Q] > A

llogi}:| ‘“log|Q||> A.3

where 2 is the present amplitude measurement, /é\is the monopulse azimuth
estimate (given by 2,11), Q is the interference flag (given by 2,9) and {lis

the omnidirectional channel output for the chip under study. A_and /e\“ are

the amplitude and azimuth preamble estimates. If any of the agove in:qualities

are satisfied, the interference bit is set for that chip. Any of the above four

{

tests can be eliminated from the processor by setting the appropriate

threshold (Ai) to zero.

Bit Decoding and Azimuth Estimation

The DABS message block consists of a sequence of non-return to zerc;
pulse amplitude modulation (NRZ-PAM) signals where each information bit
is encoded into two chips using a delay and complement signal format as
described in Section II, Fig, 2.2a. An information bit equal to one is formed
by a one chip followed by a zero chip and a zero bit is formed by a zero chip

s wm e 21

P RSN P -
Uvdllla g C UL LIIC

[

ithm takes
PPM format and the interference flag setting for each chip to make bit
decisions (E) and assign a confidence flag (C) to each bit (C = 1 implies high

confidence, C = 0 low confidence). The rules for the bit decision and

38
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monopulse accumulation process used in the bit decoding process are given
in Table 4~1, In the table, Mi is a 1 if the jth chip exceeds MTL and is 2 0
otherwise.

From this table it is clear that when preamble estimates @P and /B\P)
are available, the algorithm is willing to declare high confidence bit decisions
(C = 1} when interference is present on only one of the two chips making up
the information bit. In the absence of preamble estimates the processor will
declare low confidence bit decisions when interference is observed on either
or both of the chips.

The azimuth estimate is obtained by determining those chips in the
message that are flagged as being free of interference and result in an
unambiguous bit decision. The individual azimuth estimate samples @1 or
'6\2) taken from each interference-free chip are accumulated over the entire
message and the final azimuth estimate for the reply is obtained by dividing

by the number of samples accumulated.

A Reply Processor Example

In Figure 2.5 the data for a typical Monte Carlo trial was illustrated.
We now use that same data sample to illustrate the reply processor algorithm,
For convenience we have redrawn the data in Fig. 4.1. First we note that
all of the preamble pulses are received free of interference and hence all
pairs of samples correlate within the 2 dB correlation window. The smallest
average value is taken as the reference amplitude and a2 2 dB confidence
window drawn about it. This is illustrated by the lines drawn in Fig. 4. lb.
Since the pair of azimuth samples also correlate, a . 25° azimuth confidence
window is drawn about the reference azimuth. Now we examine the first pair
of chips whose amplitudes both exceed MTL because of the presence of an
ATCRBS pulse overlapping the second chip. Therefore a one-one chip de-

cision is made and a potential ambiguity exists. However, the amplitude
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Chip Interference Confidence Monopulse
. . s . Flag Sample
Decision Indicator Information .
Bit Estimate (C) To Be
Betimate | —— | Accamulated
M, M, | I, I (E) Ap’ 9p Ap" 9p Monopulse
1 2 available | available Estimate
1 0 0 0 1 1 1 61
1 0 1 0 1 1 0 None
0 1 0 0 0 1 1 92
0 1 0 1 0 1 0 None
1 1 0 0 1 0 0 None
1 1 0 1 1 1 0 91
1 1 1 0 0 1 0 6 >
1 1 1 1 1 0 0 None
0 0 0 0 0 0 0 None
TABLE 4-1 REPLY PROCESSOR DECISION MATRIX
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of the first chip lies within the confidence window while the second does not,
hence the processor declares a one-zero chip configuration {a one bit) with
high confidence. Proceeding to the second chip pair we see that only the first
chip exceeds MTL hence a one~zero chip declaration is made with high con-
fidence, Similarly on the third chip pair, since only the first chip amplitude
exceeds MTL, then the one-zero chip decision is made with high confidence
even though the amplitude lies outside the confidence window due to the over-
lapping ATCRBS pulse. The fifth chip pair is likewise decoded as a zero-one
situation since the amplitude sample on the first chip does not exceed MTL.
One can proceed through thé entire message this way to decode the reply.
Although there was no need for the azimuth confidence window for this case,
it sometimes happens that a one-one chip declaration cannot be resolved using
only the amplitude confidence window as both values either lie within it or
outside it, although the latter situation is a rare event. In this case, the
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‘‘‘‘‘‘ “hl‘,’ g A e b WAV e WL v}! DA‘JLLLLILL&IB Wil UL ALALVALLL Wbt LA LCL W bW A AL e Tl b AL \-lJ-J.‘-rl i

o

declaring a one for the chip whose azimuth sample falls within the confidence
window,

This example typifies the excellent performance that can be achieved
when amplitude and azimuth consistency checks are available from the pre-
amble. In fact the performance is so good that it probably suggests that
simpler reply processing schemes might suffice., Although not within the
scope of this report, further studies have shown that indeed it is not necessary
to use the consistency checking methods outlined here. However, the
analytical approach to evaluating system performance is identical and we shall

continue to use the above reply processor as our baseline example.

Reply

After the reply processor has produced the information bits, confidence
flags and azimuth estimate for a particular reply read from the input data

tape, a set of statistical measures are generated to allow for a final evaluation

o
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of the processor., In order to evaluate the performancé of the error detection
and decoding algorithm, it is important to determine the probability distribu-
tions of the number of bit errors in a reply, NB’ and the span of these bit

errors, S... The number of bit errors the processor makes on a particular

B
reply is obtained by comparing the transmitted DABS information bit pattern
to the information bit estimates. Statistics are accumulated for the number

of replies having N = 0, 1, 2,...,K. The span of the bit errors is deter-

mined by counting tie number of bits between the first and the last bit errors
in a given reply. The resulting value of SB is used to update statistics on the
number of replies having SB =0, 1,,..,K. Ina similar manner the number
of low confidence flags that were set within the reply (Nc) and their bit span
(SC) are used to update corresponding probability functions for NC and SC.
The number of bit errors flagged with high confidence (NBC) is also deter-
mined and a probability function updated for that parameter.

The reply processor is designed to function with an error detection
and correction algorithm which will detect and correct information bit errors

with high probability if the following conditions are met:

1. The algorithm has a priori knowledge of the 24-bit
address of the expected DABS reply, information
which will be available for all DABS targets for
which track files have been established.

2, The span of information bit errors within the reply
is less than or equal to 24 bits.

3, An information bit error is not flagged with high
confidence.

4, The number of low confidence bits within the reply
is less than some specified value. We take this
value to be one half the number of information bits
within the reply.

The probability functions for the numbered span of bit errors and the

number of low confidence bits within a reply are not updated by any reply
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which fails to meet the conditions required for successful error correction
given in 2 through 4 above. Any reply which fails to meet conditions 2 through

4 above will not have a monopulse estimate produced by the reply processor

Each time the individual probability functions given for conditions 2,
3 and 4 are updated a counter is incremented., These counts are used to
determine conditional probabilities for the final processor statistics to be
defined later.

There is another condition which will cause no update for all of the
probability functions and no monopulse estimate will be made available for
the reply being processed. That condition exists when the preamble ampli-
tude estimate (@i) does not fall within a window centered around the true
amplitude of the reply. The size of the window is equal to the * 20 error
expected from noise and quantization effects. If this test fails the preamble
estimate is assumed to have been ''captured' by interference and further
processing of the reply would lead to grossly erroneous results since the span‘
of low confidence bits would exceed the number required for reliable decoding.
A count of the number of times this occurs is maintained by the program to
produce an overall preamble capture for the set of Monte Carlo trials.

When all of the Monte Carlo trials have been evaluated by the reply
processor, the program provides a set of overall statistics defining the per-

formance of the processor under the interference conditions, signal-to-noise

specified at the time the data tape was generated. The pertinent parameters
defining all of the above characteristics are output by the preogram followed
by the overall performance measures.

The rate at which the preamble estimation algorithm fails to provide
amplitude and the azimuth estimates and the preamble capture rate are given,

The probability functions for the number of bits in error and their bit span,



the number of low confidence bits and their bit span and the probability that
an information bit error is flagged with high confidence are also printed out.
On each reply the azimuth estimation error is obtained by comparing
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for the bias and standard deviation of the azimuth errors from whic
overall rms value is computed.

One of the most important performance measures evaluated by the
simulation program is the failure probability of the processor, (PF}. The
processor fails whenever there is at least one bit error remaining after the
application of the error detection and decoding algorithm [1]. Therefore, a
reply failure does not occur whenever (i) the span of the message bit errors
is no greater than 24 bits, (ii) an information bit error is not given a high
confidence rating and (iii) the number of low confidence bit settings is less
than one-half the number of information bits within the reply, since when
these three conditions are satisfied it is assured that the error detection and
correction algorithm will correct all of the low confidence bits which are in
error. The failure probability can therefore be evaluated by counting the
relative number of replies which lead to a violation of the above conditions.
For example, if the interference captures the preamble estimates, then the
number of low confidence bit settings

of information bits within the reply. By defining the events

A = the event that interference captures the preamble estimates
B = the event that the span of the bit errors exceeds 24 bits
C = the event that one or more bit errors are flagged with
high confidence
D = the event that the number of low confidence bit errors is

greater than one-half the number of information bits

it is easy to show that the failure probability is given by

B, = P(A) + B(A){ P(B/A) + P(B/A) (P(C/B,A) + P(D/C, B, A) P(C/B, A)]}
(4-2)
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To evaluate the failure probability and to examine the failure modes of the
processor the program generates the probabilities P(A}, P(B /A), P(C/B,A),
P(D/_(-S,—B,K). This is done by counting the relative number of times each of

the above events occur,
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Ve SENSOR PERFORMANCE ANALYSIS

In the preceding sections we have described the computer simulation
of the DABS sensor and the reply processor algorithm to be used for decoding
the DABS message and generating the azimuth estimate. The performance
can be evaluatéd by specifying a given number of ATCRBS mainbeam and
sidelobe fruits. In this section we want to develop quantitatively the number
of ATCRBS fruits that must be considered and then combine the results of
the simulation trials in a probabilistic way to predict the performance for the
DABS sensor operating in the NAFEC area in 1980.

Omni Fruit Rate

To begin with, we introduce the notion of the omni fruit rate. This
represents the number of fruits per second that exceed the minimum trig-
gering level (MTL) that would be received by an omnidirectional antenna having
the same gain as the directional antenna with which actual fruit rates were
measured. In other words, the omni fruit rate, denoted 7\0 measures all of
the potentially detectable fruits within the 360° scan of the antenna. The
measured fruit rate, denoted ?\m, represents the number of fruits per second
that exceed MTL at the output of the directional antenna. Obviously, )\mg )\0
because the sidelobes render some of the omni fruits undetectable by reducing

their signal strengths below MTL, In fact, the exact relation between )\0 and

A is
m

A = Mg Pr (fruit £ MTL) (5-1)

We would like to be able to make an estimate of )\0 using measured values
of Am. 'We can go further than (5-1) by noting that any particular fruit reply
can come from the mainbeam with probability Pb given by (3-1) or from

the sidelobes with probability 1 — P Therefore,
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Pr(fruit 2 MTL) = Pr(fruit Z MTL|mainbeam) P

+ Pr(fruit 2 MTL |sidelobe) (1 — p_,) (5-2)

Using the amplj.tude fruit model discussed in Section III, the minimum
signal-to-noise ratio for an omni fruit was 32 dB. Since the mainbeam is
defined by the 20 dB beamwidth, then clearly all mainbeam fruits must have
SNR's greater than 12 dB., Since MTL for all of the cases studied was set
at -85 dBm, corresponding to a 10 dB SNR, it is clear that all mainbeam

fruits will exceed MTL, hence,

Pr (fruit 2 MTL mainbeam) = 1 (5-3)
Combining these results we see that the omni fruit rate is given by

A = T 3 —_ -
0 ?\m/[pmb + Pr(fruit 2 MTL]sidelobe) {1 pmb)] (5-4)

Unfortunately, a program has never been conducted that provides measurements
of either P °F Pr(fruit 2 MTL sidelobe) and to go further we shall simply
have to make estimates of these quantities. To do this we shall make use of
the simulation progralm.and the 4%, -26 dB Taylor illuminated antenna pattern
discussed previously. We have already used this special case to relate the
probability that a'ny fruit originated within the antenna mainbeam to the peak'ing
factor and found, for example, that for a 4:! peaking factor, that Pop = 0.1.
Furthermore, we obtained an empirical distribution for the sidelobe SNR
which was shown in Figure 3.2 for MTL set at a 10 dB SNR. It was shown
that the area under the tail above MTL was .15 which gives the probability
that any fruit arises from the sidelobes has an amplitude that exceeds MTL.

Therefore
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Pr (fruit 2 MTL|sidelobe) =.15 | (5-5)

Using these results in (5-4) we estimate the omni fruit rate as

to a 1980 projection of a reasonably high density area, the omni fruit rate

is of the order of 40, 000 fruits/sec. It should be noted that this is only an
estimate since it strongly depends on the actual mainbeam peaking factor

and the sidelobes of the antenna pattern that was used in making the measure-
ments. Neither of these parameters are known with any certainty.

Number of Overlapping Omni Fruits

Once the omni fruit rate is known, it is possible to estimate the total
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Assuming the ATCRBS arrival times are Poisson distributed, which is not
a particularly accurate assumption either, then the probability that k ATCRBS

replies overlap a DABS message of length T usec is

A (T + 20. 3)]

Pik) = exp [~ A

k

where the omni fruit rate is now measured in units of megafruit per second.
The average number of overlapping fruits is therefore )\O (T + 20.3)., Fora
DABS short message, T =64 usec, we find that the average number of over-
lapping ATCRBS replies is AG (T + 20,3) = 3,4, In Table 5.1 we have tabu-
lated the probability of k overlaps which is just the cumulative Poisson prob-

ability for this average value.

36




Kk
k p(k) j;% p(j)
0 . 033 . 033
1 . 113 . 146
2 . 193 . 339
3 . 200 . 539
4 . 186 . 725
5 126 , 851
6 . 072 . 923
7 035 . 958
8 . 015 . 973
9 . 006 . 979

10 . 002 . 981
Table 5.1

From this we see that at the 3-sigma point of the Poisson distribution
there are 6 omni fruit replies and the probability that there will be more than

6 iS ].eSS than . 080 J

the problem from another point of view. It has been estimated from aircraft
density predictions for the region around New York City in 1980 [7] that there
will be'a maximum of 800 aircraft within line of sight of a DABS sensor at
Philadelphia in 1980, It has also been estimated from current measurements
of that environment [8] and under the assumption that by 1980 all ATCRBS
interrogators will be SLS equipped, that there will be, on the average, 100



ATCRBS fruit replies per second per aircraft. Therefore, the peak omni

fruit rate must be less than 80, 000 fruits /sec.’ This in turn leads to the re-
sult that for a DABS short message there may be at most 80, 000 x (64 + 20, 3) x
10°% = 6.7 ATCRBS fruits overlapping the DABS reply. It should be noted
that this is a conservative result, but is consistent with the 3-sigma estimate

of 6 omni fruit replies obtained from the Poisson model.

Global Performance

It is tempting at this point to analyze the sensor performance for only
the worst case of 6 omni fruits, since, presumably the performance should
improve as fewer and fewer fruit overlaps occur. It is not clear that this is
a good assumption, however, because the effects of a single fruit reply can be
quite different from the effects of numerous fruit overlaps, since in the latter
case the fruit takes on noise-like qualities. Therefore, if there are K potential
fruit overlaps, we shall study the perforrﬁance for each case of k omni fruit
overlaps where k = 0,1,2,...K and then combine the results using the Poisson
weighting to obtain the overall global performance of the sensor.

We have already noted that system performance depends dramatically
on whether or not the omani fruit actually enters the sensor via the mainbeam
or through the sidelobes. Therefore, it is necessary to subdivide the number
of cases studied even further, since if there are k omni fruits, j of them
may be mainbeam where j = 0,1,2,...k. The probability that any one omni
fruit comes through the mainbeam is given by (3-1) as

P, = "*20 (5-8)

mb 360 + 6, (1—1)

and since the fruit azimuths are independent, then the number of mainbeam

fruits out of k omni fruits, j, has a binomial distribution. Therefore,

P(|K) = (i‘) () —p_ ) =01k (5-9)
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Then to evaluate the global performance of some statistic, u say, we operate
the simulation program for the case of j mainbeam {ruits out of k omni fruits

and obtain the sample value u{j, k). We do this for all pos sible values of

k = 0,1,...K and for each of these, all values of j = 0,1,...k. The global
value of the statistic is then given by

K k

=3, 3 wii, k) Pik) Plk) (5-10)

k=0 j=0

where P(j|k) is the probability that of k omni fruit overlaps, j of them will be
within the mainbeam and is given by the binomial distribution in (5-9) and
where P(k) is the probability that there will be k omni fruit overlaps and

this is given by the Poisson distribution in (5-17).

To perform a complete evaluation requires that there be (K+1)(K+2)/2
t

gimulation trials, which in the case of K = 6, necessitates 28 computer runs.

This is far too many cases to be evaluated in practice, but reasonable bounds

on performance can be obtained by considering only the most likely cases.

0

y
For example, for the 4° antenna pattern with -26 dB éidelobes, a 4:1 peaking
factor leads to the probability of a mainbeam fruit of Pop = ° 1. We have
used this number in the binomial distribution (5-9) to compute the probability
that of k omni fruits, j of them are mainbeam. These probabilities are tabu-
lated in Table 5.2 from which it can be concluded that there will be no need’
to consider all possible cases. In fact, even for the case of 6 omni fruits,

we need only study the results for 0, 1 or 2 mainbeam fruits since the proba-
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Ly 2 s a5 6| 7] 8
0 91 {.828|.754] .6861.6241.568[.517 1.470
1 .09 | .164].224| ,271|.309(.337|.358 |.372
2 .008| ,022] .040|.061({.083}.106 |.129
3 0 | .003[.006(.008]|.017 |.025
4 0 0 0 |.002 |.004
5 0 0 0 0
6 0 0 0
7 0 0
8 0

Table 5.2

Probability j fruits of k omni fruits are mainbeam

m

) _{k j _ j .
P(jlk} = (j)'p L (I—p ) i=0,1,...k
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VI. NUMERICAL RESULTS

The simulation program has been used to generate a set of data which
is intended to characterize the performance of a DABS reply processor
\TCRRBS fruit environment which will be observed by a sensor
located in the vicinity of NAFEC in 1980, It should be noted that these data
provide a measure of the performance of a particular, rather sophisticated
reply processor configuration operating in that environment. The class of
reply processor considered utilized amplitude and azimuth confidence windows
derived from the preamble correlation algérithm in addition to the RSLS inter-
ference flag.

The data were generated for two ATCRBS fruit conditions. Table 5-1
shows that if the omni fruit rate is 40, 000 fruits/sec the average number of
ATCRBS fruit expected to overlap a DABS 56-bit downlink message is about
3 if a Poisson arrival model is assumed. In addition, the 3-sigma point on
the Poisson distribution is é replies.
to a peak omni fruit rate of 80, 000 fruits /sec which corresi)onds to an environ-
ment of 800 aircraft, each producing an average of 100 replies/sec. This
represents a 1980 projection for a reasonably high density area. Therefore,
three fruit replies overlapping the DABS message represents an average
environment while six replies can be considered a worst case for the above
model.

A series of data sets were generated for three and six ATCRBS replies
ndomly overlapping a 56-bit DABS message. These data Were generated |
using an antenna with a four degree 3 dB beamwidth and 26 dB sidelobes. The
DABS message content was randomized while the ATCRBS replies -had all code

pulses present. The receiver used a first order Butterworth filter and the

[¢¥]

amplitude and monopulse azimuth outputs were quantized to 256 levels. The
SNR for the DABS replies were set at 30 dB (approximately the average SNR
for a DABS target) and 15 dB (the minimum usable SNR for a DABS target).
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At each SNR three data sets were generated for three and six ATCRBS fruits
(a total of 12 cases). In the three cases, the ATCRBS fruits were distributed
in the following ways:

a. all ATCRBS fruits in the sidelobes and backlobes

b. one fruit reply in the mainbeam and all others in
the sidelobes and backlobes, and

c. two fruit replies in the mainbeam and the others
in the sidelobes and backlobes.

These data sets provided an input for the reply processor simulation
and the results were combined according to the binomial distribution shown
in Table 5-1 for azimuthal peaking factors equal to two and four.

The reply processor configuration used to analyze these data assumed
successful preambie detection and produced esiimates of amplitude and mono-
pulse azimuth from the preamble according to the algorithm, described
in Section IV, Correlation was assumed if the amplitude samples agreed within
+ 2 dB and if the azimuth samples agreed to within 10.5 degrees. The relative
gain of the omnidirectional antenna was chosen at 20 dB down from the peak of
the primary sum beam antenna. The interference detection channel output (Q)
was not used to process the data as this parameter was found to have limited
use when amplitude and azimuth consistency checks were employed in the
generation of information bit, confidence flag and monopulse azimuth estimates [4].

Table 6-1 presents the results of running the simulation under the
above conditions. The failure probability implies that the information bit ,
estimates would not be capable of resulting in a corrected information bit
sequence according to the error correction criteria defined in Section IV.

The results show that for a nominal fruit rate expected for a reasonably
high density area in 1980, there is a high probability that a DABS target at a

nominal SNR will have its downlink reply successfully decoded and an accurate
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Azimuthal Azimuthal
Peaking Peaking
Number of Factor Factor
ATCRBS DABS =2 -4
Replies SNR
Overlapping (dB) P Azimuth P Azimuth
DABS Reply F rms F rms
(degrees) (degrees)
3 30 .03 .01 .03 .01
15 .17 . 14 .21 .15
6 30 .07 .01 .08 .02
15 .31 . 16 .35 .17
Table 6-1

Typical Simulation Results
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VIIL, CONCLUSIONS
This report has presented a description of a simulation program which
allows the evaluation of the design parameters associated with the antenna,
receiver and DABS reply processing functions of a DABS sensor. The following
conclusions are based on the information presented in this report and the
knowledge gained during the detailed analyses of particular interference con-
ditions and failure modes of the reply processor:
1. The simulation program is an effective tool which can be
employed to produce realistic interference conditions for
sensor performance analyses.
2. The program has the capacity for the analysis of sensor
design parameter tradeoffs as the selections of antenna

and receiver parameters allow for considerable flexibility.

3. The reply processing algorithms also allow a great deal

valuable tool for performance tradeoffs of processor
complexity versus interference environment, Although
the only algorithm evaluated in this report utilized ampli-
tude and azimuth consistency checks, other simpler
algorithms can be analyzed simply by revising the soft-
ware in the reply processor subroutine.

4. The results presented in Section VI show the performance
of a DABS reply processor configuration in a conservative
estimnate of the NAFEC 1980 interference environment,
These results indicate good performance is attainable

+h n tion

L 1fl Tii€ genera

pulse azimuth estimates,

B
1N



In summary, the simulation program has such a great degree of
parameter selection and flexibility that a large number of tradeoff studies
can be envisioned in the analysis of the performance of a DABS sensor. In
fact, the program has been a valuable tool in the selection of DABS reply

processing techniques for the DABS Sensor Engineering Requirement.
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